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FIG. 2

Table. |

Abbreviation Speaker Mapping

Front Lett

Front Right

Front Center

L.s Left Surround
Rs Right Surround
Lrs Left Rear

Rr s Right Rear
Cs Center Back
Lvh Left High Front
Ryvh Right High Front

LFE Low-Freguency-Effect
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FIG. 5

Table ta'Height Information

front_elenment_height_info height info
side_element _height_info

0 Hormal height
i Top speaker
2 Bottom Speaker
3 reserved

If no Height Extension blement is transmitted
height info si set to"Normal Height.”
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FIG. 17
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Table 2a:Downmix procedure

pseudo _surround_enable

Downmix procedrs

g Lo/Ro
1 Lt/Rt
FIG. 18
Table 13:8ix level valus table
dmix_ife_idx Muitiplication factor
0000 3. 162 (+10dB)
0601 2. 000 (+6dB)
0610 1. 679 (+4, 5dB}
001 1. 413 (+3dB)
0100 1. 188 (+1. 5dB)
101 1. 00d8)

o010 0. 841 (~1. bdB)
011 0. 707 (-3dB)
1600 {. 586 (~4. 5dB)
1001 0. 500 (-6dB)
1610 0. 316 (-10dB)
1011 0. 178 (~154B)
1100 3. 100 (-20dB)
1101 0. 032 (-30dB)
1110 0. 010 (~404dB)
111 0. 000 (~oodB)
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FIG. 19

Table 15:Mix level value table

dmix_a idx Multiplication factor
dmix_b_idx
center_mix_level_vaiue
surround mix _level value
0 i, 0(0ck)
] 0. 841 (1. bdR)
2 0. 707 (~3dB)
3 0, 596 (4. 5dB)
4 0. 500 (~6dB)
5 0,422 (-7, 5dB)
G 0. 355 (~9dB)
7 8. 000 (~oodl;




US 9,437,198 B2

Sheet 19 of 38

Sep. 6, 2016

U.S. Patent

paniasay L,
7 epow uoiieluesasd Ny oL
L apoil mmwwmwmmwmmm il wm_x
PILEDIRUY J0U DOl ﬁmmwmwmmww&& Ml \,\@m&

o 11d1.40sag

apol U0 3BIUSSBId DD

spoW U JRIUeshId T DAD gl B8]

0c Oid




US 9,437,198 B2

Sheet 20 of 38

Sep. 6, 2016

U.S. Patent

usssid 10U sie
GNADA SEIHN0S IDNIHE4TM ON HOKHT 01 Buipunoae giep onuos ofuel srueuip ) pepiwed Auo ¢ ANAD SE3NHN0S
SONTHEATH ON HOYs3] £-0671 2310SH 0 Buipiooce ejep naues sBusl siurulp 1o souriddy Guires Aug oy pesdde
8¢ jjeys sanea 8%ay; Juesalt 212 (INNOS §1 J0NNOS JONIUTIIY ON MOYHT 0 Buipiosoe ejep iioo abuel ?m B
SNRATYoISSRIWeD
.Qmmmwua 1S 3 spom el m\émoa 0 Bugens () oy jenbs e 0y sBY | o ) pelued 1oy st {{ ONNOH
S ON MOESA] 2 08Pb L OIS0 7 T8 6 pieeys o e %, spui uieh sageBau o Bugesg
‘M 81 90HN0S SONIH4TY Oz PO 0GP DK0S) 0 Buiiooae Blep joauno sbue gEm.&é
dpomiEn) Buyens) Hua 0] -
‘pamole st (T ONNO4 81 304N0S mcz‘&wmu
O OS] £-08PPL D3U0OSHIC 77 7% b isdBD J0 S8 7 110 DUB | 150) SBIoR UR m sagebou pue sapeod Woq o Buyess
‘paiddde og fleys I'ANNO4 51 308N0S wuzimmmw ON 0] €671 03908 03 Buipioose Bfen (0Au00 abues u_Ewc\,m
{pomoe Buyess) ONG O8]

”mmwwa
(P31 4350 (po101 41854 (pRIsE 41884 {poniiin 75
8ijga” FE TR 2! Ul 2o B 1208 e {208) LB Oiphy uu
D 853 1507 oM 081 oHg ol o ol mmm g5y [PUURLO 11 | B B &
(1Pagi A5 RS
d g8} (pERC {g Juf 1208} 1wsues oipay | o
QY g3f | peigiveds joy o gl peistonds 1041 0BIBLS [BUURYS-Z 2
aiyea yot sesadunn | ansa vt sun i)
i A0 7
EHET gnpes BRIRAT | (PEIO1AI8EL BUYpEOS) | (paMD: B BUljEDS) UBTUOD Orpny a
Ui 359 o) U0 859.4 a:S g %mmco 80 08T 980 081 FBLLBLD T Ww =
BURA UG998 0W0) g
0 - M
atypea” anpea” (pamo} g Fueos TUBIUDS Diphy =
LS SBIE0G uotsssadn] i peigiosds Joy SHI 051 pegtosds 108§ 084819 (BUBRYD-Z
WI1BAS HoBgAB{d
gz 1 5 27 1 46 SiBluBY
g pEep iRan) jedisy v ooy e 1540 jeRe} 198481 8 03
Bt puodss 100 YoBghelg ms;\ga,ﬂmtew KIBHAE L

LS O




U.S. Patent Sep. 6, 2016 Sheet 21 of 38 US 9,437,198 B2

FiG., 22
35
ENCODING DEVICE
2 INPUT UNIT e EN%%?;NG ! PACKING UNIT o
3 y 3
21 22 23
FIiG. 23

( STARTENCODING PROCESS )

ACQUIRE SPEAKER ARRANGEMENT S11
INFORMATION AND BIT STREAM OF AUDIO DATA
% -
ENCODE AUDIO DATA 512

¥
ENCODE SPEAKER ARRANGEMENT INFORMATION S13

k

GENERATE ENCODED BIT STREAM AND S14
QUTPUT ENCODED BIT STREAM

OO {xu«vs«m\\\h

{ END
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FIG. 25

C START BECODING PRC&CESS)

DECODE ALDIO DATA S41

DETECT SYNCHRONCUS WORD 1942
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WORD SETECT:EV W
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—al
YES

LECODE SPEAKER ARRANGEMENT 1544
INFORMATION

GENERATE [DENTIFICATION INFORMATION 545

et
ARE IRENTIFICATION

/

INFORMATION ITEMS [DENTICAL
TO EACH QTHER? " N0

US 9,437,198 B2
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547 S48
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FIG. 27

( START ENCODING PROCESS )

!

US 9,437,198 B2

571
ACQUIRE AUDIO DATA AND INFORMATION
REQUIRED TO ENCODE AUDIO DATA
¥ .
ENCODE AUDIO DATA §72
ENCODE SYNCHRONOUS WORD 818
k.
ENCODE SPEAKER ARRANGEMENT INFORMATION  |574
¥ T
ENCODE IDENTIFICATION INFORMATION 875
ENCODE PCE a6
ENCODE INFORMATION INDICATING WHETHER 1977
EXTENDED INFORMATION 1S INCLUDED
ENCODE INFORMATION ABOUT DOWNMIXING  |978
¥
ENCODE DSE a/9
ki
GENERATE ENCODED BIT STREAM AND 580
OUTPUT ENCODED BIT STREAM
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DECODING DEVICE, DECODING METHOD,
ENCODING DEVICE, ENCODING METHOD,
AND PROGRAM

CROSS REFERENCE TO RELATED
APPLICATIONS

This is a U.S. National Stage Application under 35 U.S.C.
§371, based on International Application No. PCT/JP2013/
067232, filed Jun. 24, 2013, which claims priority to Japa-
nese Patent Applications JP 2012-148918, filed Jul. 2, 2012
and JP 2012-255464, filed Nov. 21, 2012, each of which is
hereby incorporated by reference in its entirety.

TECHNICAL FIELD

The present technique relates to a decoding device, a
decoding method, an encoding device, an encoding method,
and a program, and more particularly, to a decoding device,
a decoding method, an encoding device, an encoding
method, and a program which can obtain a high-quality
realistic sound.

BACKGROUND ART

In recent years, all of the countries of the world have
introduced a moving picture distribution service, digital
television broadcasting, and the next-generation archiving.
In addition to stereophonic broadcasting according to the
related art, sound broadcasting corresponding to multiple
channels, such as 5.1 channels, starts to be introduced.

In order to further improve image quality, the next-
generation high-definition television with a larger number of
pixels has been examined. With the examination of the
next-generation high-definition television, channels are
expected to be extended to multiple channels more than 5.1
channels in the horizontal direction and the vertical direction
in a sound processing field, in order to achieve a realistic
sound.

As a technique related to the encoding of audio data, a
technique has been proposed which groups a plurality of
windows from different channels into some tiles to improve
encoding efficiency (for example, see Patent Document 1).

CITATION LIST
Patent Documents
Patent Document 1: JP 2010-217900 A

SUMMARY OF THE INVENTION
Problems to be Solved by the Invention

However, in the above-mentioned technique, it is difficult
to obtain a high-quality realistic sound.

For example, in multi-channel encoding based on the
Moving Picture Experts Group-2 Advanced Audio Coding
(MPEG-2AAC) standard and the MPEG-4AAC standard,
which are the international standards, only the arrangement
of speakers in the horizontal direction and information about
downmixing from 5.1 channels to stereo channels are
defined. Therefore, it is difficult to sufficiently respond to the
extension of channels in the plane and the vertical direction.

The present technique has been made in view of the
above-mentioned problems and can obtain a high-quality
realistic sound.
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Solutions to Problems

A decoding device according to a first aspect of the
present technique includes a decoding unit that decodes
audio data of a plurality of channels included in an encoded
bit stream, a reading unit that reads downmix information
indicating any one of a plurality of downmixing methods
from the encoded bit stream, and a downmix processing unit
that downmixes the decoded audio data using the downmix-
ing method indicated by the downmix information.

The reading unit may further read information indicating
whether to use the audio data of a specific channel for
downmixing from the encoded bit stream and the downmix
processing unit may downmix the decoded audio data on the
basis of the information and the downmix information.

The downmix processing unit may downmix the decoded
audio data to the audio data of a predetermined number of
channels and may further downmix the audio data of the
predetermined number of channels on the basis of the
downmix information.

The downmix processing unit may adjust a gain of the
audio data which is obtained by downmixing to the prede-
termined number of channels and downmixing based on the
downmix information, on the basis of a gain value which is
calculated from a gain value for gain adjustment during the
downmixing to the predetermined number of channels and a
gain value for gain adjustment during the downmixing based
on the downmix information.

A decoding method or a program according to the first
aspect of the present technique includes a step of decoding
audio data of a plurality of channels included in an encoded
bit stream, a step of reading downmix information indicating
any one of a plurality of downmixing methods from the
encoded bit stream, and a step of downmixing the decoded
audio data using the downmixing method indicated by the
downmix information.

In the first aspect of the present technique, the audio data
of the plurality of channels included in the encoded bit
stream is decoded. The downmix information indicating any
one of the plurality of downmixing methods is read from the
encoded bit stream. The decoded audio data is downmixed
by the downmixing method indicated by the downmix
information.

An encoding device according to a second aspect of the
present technique includes an encoding unit that encodes
audio data of a plurality of channels and downmix informa-
tion indicating any one of a plurality of downmixing meth-
ods and a packing unit that stores the encoded audio data and
the encoded downmix information in a predetermined region
and generates an encoded bit stream.

The encoded bit stream may further include information
indicating whether to use the audio data of a specific channel
for downmixing and the audio data may be downmixed on
the basis of the information and the downmix information.

The downmix information may be information for down-
mixing the audio data of a predetermined number of chan-
nels and the encoded bit stream may further include infor-
mation for downmixing the decoded audio data to the audio
data of the predetermined number of channels.

An encoding method or a program according to the
second aspect of the present technique includes a step of
encoding audio data of a plurality of channels and downmix
information indicating any one of a plurality of downmixing
methods and a step of storing the encoded audio data and the
encoded downmix information in a predetermined region
and generating an encoded bit stream.
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In the second aspect of the present technique, the audio
data of the plurality of channels and the downmix informa-
tion indicating any one of the plurality of downmixing
methods are encoded. The encoded audio data and the
encoded downmix information are stored in the predeter-
mined region and the encoded bit stream is generated.

Effects of the Invention

According to the first and second aspects of the present
technique, it is possible to obtain a high-quality realistic
sound.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram illustrating the arrangement of speak-
ers.

FIG. 2 is a diagram illustrating an example of speaker
mapping.

FIG. 3 is a diagram illustrating an encoded bit stream.

FIG. 4 is a diagram illustrating the syntax of height
extension element.

FIG. 5 is a diagram illustrating the arrangement height of
the speakers.

FIG. 6 is a diagram illustrating the syntax of MPEG4
ancillary data.

FIG. 7 is a diagram illustrating the syntax of bs_info( ).

FIG. 8 is a diagram illustrating the syntax of ancillary_
data_status( ).

FIG. 9 is a diagram illustrating the syntax of downmix-
ing_levels_ MPEG4( ).

FIG. 10 is a diagram illustrating the syntax of audio_c-
oding_mode( ).

FIG. 11 is a diagram illustrating the
MPEG4_ext_ancillary_data( ).

FIG. 12 is a diagram illustrating the syntax of ext_ancil-
lary_data_status( ).

FIG. 13 is a diagram illustrating the syntax of ext_down-
mixing_levels( ).

FIG. 14 is a diagram illustrating targets to which each
coeflicient is applied.

FIG. 15 is a diagram illustrating the syntax of ext_down-
mixing_global_gains( ).

FIG. 16 is a diagram illustrating the syntax of ext_down-
mixing_lfe_level( ).

FIG. 17 is a diagram illustrating downmixing.

FIG. 18 is a diagram illustrating a coeflicient which is
determined for dmix_Ife_idx.

FIG. 19 is a diagram illustrating coeflicients which are
determined for dmix_a_idx and dmix_b_idx.

FIG. 20 is a diagram illustrating the syntax of drc_pre-
sentation_mode.

FIG. 21 is a diagram illustrating drc_presentation_mode.

FIG. 22 is a diagram illustrating an example of the
structure of an encoding device.

FIG. 23 is a flowchart illustrating an encoding process.

FIG. 24 is a diagram illustrating an example of the
structure of a decoding device.

FIG. 25 is a flowchart illustrating a decoding process.

FIG. 26 is a diagram illustrating an example of the
structure of an encoding device.

FIG. 27 is a flowchart illustrating an encoding process.

FIG. 28 is a diagram illustrating an example of a decoding
device.

FIG. 29 is a diagram illustrating an example of the
structure of a downmix processing unit.
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FIG. 30 is a diagram illustrating
structure of a downmixing unit.

FIG. 31 is a diagram illustrating
structure of a downmixing unit.

FIG. 32 is a diagram illustrating
structure of a downmixing unit.

FIG. 33 is a diagram illustrating
structure of a downmixing unit.

FIG. 34 is a diagram illustrating
structure of a downmixing unit.

FIG. 35 is a diagram illustrating
structure of a downmixing unit.

FIG. 36 is a flowchart illustrating a decoding process.

FIG. 37 is a flowchart illustrating a rearrangement pro-
cess.

FIG. 38 is a flowchart illustrating the rearrangement
process.

FIG. 39 is a flowchart illustrating a downmixing process.

FIG. 40 is a diagram illustrating an example of the
structure of a computer.

an example of the

an example of the

an example of the

an example of the

an example of the

an example of the

MODES FOR CARRYING OUT THE
INVENTION

Hereinafter, embodiments to which the present technique
is applied will be described with reference to the drawings.
<First Embodiment>
[For Outline of the Present Technique]

First, the outline of the present technique will be
described.

The present technique relates to the encoding and decod-
ing of audio data. For example, in multi-channel encoding
based on an MPEG-2AAC or MPEG-4AAC standard, it is
difficult to obtain information for channel extension in the
horizontal plane and the vertical direction.

In the multi-channel encoding, there is no downmixing
information of channel-extended content and the appropriate
mixing ratio of channels is not known. Therefore, it is
difficult for a portable apparatus with a small number of
reproduction channels to reproduce a sound.

The present technique can obtain a high-quality realistic
sound using the following characteristics (1) to (4).

(1) Information about the arrangement of speakers in the
vertical direction is recorded in a comment region in PCE
(Program_config_element) defined by the existing AAC
standard.

(2) In the case of the characteristic (1), in order to
distinguish public comments from the speaker arrangement
information in the vertical direction, two identification infor-
mation items, that is, a synchronous word and a CRC check
code are encoded on an encoding device side, and a decod-
ing device compares the two identification information
items. When the two identification information items are
identical to each other, the decoding device acquires the
speaker arrangement information.

(3) The downmixing information of audio data is recorded
in an ancillary data region (DSE (data_stream_element)).

(4) Downmixing from 6.1 channels or 7.1 channels to 2
channels is two-stage processing including downmixing
from 6.1 channels or 7.1 channels to 5.1 channels and
downmixing from 5.1 channels to 2 channels.

As such, the use of the information about the arrangement
of the speakers in the vertical direction makes it possible to
reproduce a sound image in the vertical direction, in addition
to in the plane, and to reproduce a more realistic sound than
the planar multiple channels according to the related art.
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In addition, when information about downmixing from
6.1 channels or 7.1 channels to 5.1 channels or 2 channels
is transmitted, the use of one encoding data item makes it
possible to reproduce a sound with the number of channels
most suitable for each reproduction environment. In the
decoding device according to the related art which does not
correspond to the present technique, information in the
vertical direction is ignored as the public comments and
audio data is decoded. Therefore, compatibility is not dam-
aged.

[For Arrangement of Speakers|

Next, the arrangement of the speakers when audio data is
reproduced will be described.

For example, it is assumed that, as illustrated in FIG. 1,
the user observes a display screen TVS of a display device,
such as a television set, from the front side. That is, it is
assumed that the user is disposed in front of the display
screen TVS in FIG. 1.

In this case, it is assumed that 13 speakers L.vh, Rvh, Lrs,
Ls, L, Le, C, Re, R, Rs, Rrs, Cs, and LFE are arranged so
as to surround the user.

Hereinafter, the channels of audio data (sounds) repro-
duced by the speakers Lvh, Rvh, Lrs, Ls, L, Lc, C, Re, R,
Rs, Rrs, Cs, and LFE are referred to as Lvh, Rvh, Lrs, Ls,
L, Le, C, Re, R, Rs, Rrs, Cs, and LFE, respectively.

As illustrated in FIG. 2, the channel L is “Front Left”, the
channel R is “Front Right”, and the channel C is “Front
Center”.

In addition, the channel Ls is “Left Surround”, the chan-
nel Rs is “Right Surround”, the channel Lrs is “Left Rear”,
the channel Rrs is “Right Rear”, and the channel Cs is
“Center Back”.

The channel Lvh is “Left High Front”, the channel Rvh is
“Right High Front”, and the channel LFE is “Low-Fre-
quency-Effect”.

Returning to FIG. 1, the speaker Lvh and the speaker Rvh
are arranged on the front upper left and right sides of the
user. The layer in which the speakers Rvh and Lvh are
arranged is a “top layer”.

The speakers L, C, and R are arranged on the left, center,
and right of the user. The speakers Lc and Rc are arranged
between the speakers L. and C and between the speakers R
and C, respectively. In addition, the speakers Ls and Rs are
arranged on the left and right sides of the user, respectively,
and the speakers Lrs, Rrs, and Cs are arranged on the rear
left, rear right, and rear of the user, respectively.

The speakers Lrs, Ls, L, Le¢, C, Re, R, Rs, Rrs, and Cs are
arranged in the plane which is disposed substantially at the
height of the ears of the user so as to surround the user. The
layer in which the speakers are arranged is a “middle layer”.

The speaker LFE is arranged on the front lower side of the
user and the layer in which the speaker LFE is arranged is
a “LFE layer”.

[For Encoded Bit Stream]

When the audio data of each channel is encoded, for
example, an encoded bit stream illustrated in FIG. 3 is
obtained. That is, FIG. 3 illustrates the syntax of the encoded
bit stream of an AAC frame.

The encoded bit stream illustrated in FIG. 3 includes
“Header/sideinfo”, “PCE”, “SCE”, “CPE”, “LFE”, “DSE”,
“FIL(DRC)”, and “FIL(END)”. In this example, the
encoded bit stream includes three “CPEs”.

For example, “PCE” includes information about each
channel of audio data. In this example, “PCE” includes
“Matrix-mixdown”, which is information about the down-
mixing of audio data, and “Height Infomation”, which is
information about the arrangement of the speakers. In addi-
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tion, “PCE” includes “comment_field_data”, which is a
comment region (comment field) that can store free com-
ments, and “comment_field_data” includes “height_exten-
sion_element” which is an extended region. The comment
region can store arbitrary data, such as public comments.
The “height_extension_element” includes “Height Infoma-
tion” which is information about the height of the arrange-
ment of the speakers.

“SCE” includes audio data of a single channel, “CPE”
includes audio data of a channel pair, that is, two channels,
and “LFE” includes audio data of, for example, the channel
LFE. For example, “SCE” stores audio data of the channel
C or Cs and “CPE” includes audio data of the channel L or
R or the channel Lvh or Rvh.

In addition, “DSE” is an ancillary data region. The “DSE”
stores free data. In this example, “DSE” includes, as infor-
mation about the downmixing of audio data, “Downmix
5.1ch to 2ch”, “Dynamic Range Control”, “DRC Presenta-
tion Mode”, “Downmix 6.1ch and 7.1ch to 5.1ch”, “global
gain downmixing”, and “LFE downmixing”.

In addition, “FIL(DRC)” includes information about the
dynamic range control of sounds. For example, “FIL(DRC)”
includes “Program Reference Level” and “Dynamic Range
Control”.

[For Comment Field]

As described above, “comment_field_data” of “PCE”
includes “height_extension_element”. Therefore, multi-
channel reproduction is achieved by the information about
the arrangement of the speakers in the vertical direction.
That is, a high-quality realistic sound is reproduced by the
speakers which are arranged in the layer with each height,
such as “Top layer” or “Middle layer”.

For example, as illustrated in FIG. 4, “height_extension_
element” includes the synchronous word for distinguish-
ment from other public comments. That is, FIG. 4 is a
diagram illustrating the syntax of “height_extension_ele-
ment”.

In FIG. 4, “PCE_HEIGHT_EXTENSION_SYNC” indi-
cates the synchronous word.

In addition, “front_element_height_info [i]”, “side_ele-
ment_height info [i]”, and “back_clement_height info [i]”
indicate the heights of the speakers which are disposed on
the front, side, and rear of the viewer, that is, the layers.

Furthermore, “byte_alignment( )” indicates byte align-
ment and “height_info_crc_check” indicates a CRC check
code which is used as identification information. In addition,
the CRC check code is calculated on the basis of information
which is read between “PCE_HEIGHT EXTENSION_
SYNC” and “byte_alignment( )”, that is, the synchronous
word, information about the arrangement of each speaker
(information about each channel), and the byte alignment.
Then, it is determined whether the calculated CRC check
code is identical to the CRC check code indicated by
“height_info_crc_check”. When the CRC check codes are
identical to each other, it is determined that the information
about the arrangement of each speaker is correctly read. In
addition, “crc_cal( )!=height_info_crc_check” indicates the
comparison between the CRC check codes.

For example, “front_element_height_info [i]”, “side_ele-
ment_height_info [i]”, and “back_element_height_info [i]”,
which are information about the position of sound sources,
that is, the arrangement (height) of the speakers, are set as
illustrated in FIG. 5.

That is, when information about “front_element_height_
info [i]”, “side_element_height_info [i]”, and “back_ele-
ment_height_info [i]” is “0”, “1”, and “2”, the heights of the
speakers are “Normal height”, “Top speaker”, and “Bottom
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Speaker”, respectively. That is, the layers in which the
speakers are arranged are “Middle layer”, “Top layer”, and
“LFE layer”.

[For DSE]

Next, “MPEGH4 ancillary data”, which is an ancillary data
region included in “DSE”, that is, “data_stream_byte [ | of
“data_stream_element( )”, will be described. Downmixing
DRC control for audio data from 6.1 channels or 7.1
channels to 5.1 channels or 2 channels can be performed by
“MPEG#4 ancillary data”.

FIG. 6 is a diagram illustrating the syntax of “MPEG4
ancillary data”. The “MPEG4 ancillary data” includes
“bs_info( )”, “ancillary_data_status( )”, “downmixing_lev-
els_ MPEG4( )”, “audio_coding_mode( )”, “Compression_
value”, and “MPEG4_ext_ancillary_data( )”.

Here, “Compression_value” corresponds to “Dynamic
Range Control” illustrated in FIG. 3. In addition, the syntax
of “bs_info( )”, “ancillary_data_status( )”, “downmixing_
levels. MPEG4( )7, “audio_coding_mode( )”, and
“MPEG4_ext_ancillary_data( )” is as illustrated in FIGS. 7
to 11, respectively.

For example, as illustrated in FIG. 7, “bs_info( )” includes
“mpeg_audio_type”, “dolby_surround_mode”, “drc_pre-
sentation_mode”, and “pseudo_surround_enable”.

In addition, “drc_presentation_mode” corresponds to
“DRC Presentation Mode” illustrated in FIG. 3. Further-
more, “pseudo surround enable” includes information indi-
cating the procedure of downmixing from 5.1 channels to 2
channels, that is, information indicating one of a plurality of
downmixing methods to be used for downmixing.

For example, the process varies depending on whether
“ancillary_data_extension_status” included in “ancillary_
data_status( )” illustrated in FIG. 8 is 0 or 1. When “ancil-
lary_data_extension_status” is 1, access to
“MPEG4_ext_ancillary_data( )” in “MPEG4 ancillary data”
illustrated in FIG. 6 is performed and the downmixing DRC
control is performed. On the other hand, when “ancillary_
data_extension_status” is 0, the process according to the
related art is performed. In this way, it is possible to ensure
compatibility with the existing standard.

In addition, “downmixing_levels_ MPEG4_status”
included in “ancillary_data_status( )” illustrated in FIG. 8 is
information for designating a coefficient (mixing ratio)
which is used to downmix 5.1 channels to 2 channels. That
is, when “downmixing_levels_ MPEG4_status™ is 1, a coef-
ficient which is determined by the information stored in
“downmixing_levels_ MPEG4( )” illustrated in FIG. 9 is
used for downmixing.

Furthermore, “downmixing_levels MPEG4( )” illus-
trated in FIG. 9 includes “center_mix_level value” and
“surround_mix_level_value” as information for specifying a
downmix coefficient. For example, the values of coefficients
corresponding to “center_mix_level_value” and “surround_
mix_level_value” are determined by the table illustrated in
FIG. 19, which will be described below.

In addition, “downmixing_levels_ MPEG4( )” illustrated
in FIG. 9 corresponds to “Downmix 5.1ch to 2¢h” illustrated
in FIG. 3.

Furthermore, “MPEG4_ext_ancillary_data( )” illustrated
in FIG. 11 includes “ext_ancillary_data_status( )”, “ext_
downmixing_levels( )7, “ext_downmixing_global_
gains( )”, and “ext_downmixing_lfe_level( )”.

Information required to extend the number of channels
such that audio data of 5.1 channels is extended to audio data
of 7.1 channels or 6.1 channels is stored in
“MPEG4_ext_ancillary_data( )”.
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Specifically, “ext_ancillary_data_status( )” includes
information (flag) indicating whether to downmix channels
greater than 5.1 channels to 5.1 channels, information indi-
cating whether to perform gain control during downmixing,
and information indicating whether to use LFE channel
during downmixing.

Information for specifying a coefficient (mixing ratio)
used during downmixing is stored in “ext_downmixing lev-
els( )” and information related to the gain during gain
adjustment is included in “ext_downmixing_global_
gains( )”. In addition, information for specifying a coeffi-
cient (mixing ratio) of the LEF channel used during down-
mixing is stored in “ext_downmixing_lfe_level( )”.

Specifically, for example, the syntax of “ext_ancillary_
data_status( ) is as illustrated in FIG. 12. In “ext_ancillary_
data_status( )7, “ext_downmixing_levels_status” indicates
whether to downmix 6.1 channels or 7.1 channels to 5.1
channels. That is, “ext_downmixing_levels_status” indi-
cates whether “ext_downmixing_levels( )” is present. The
“ext_downmixing_levels_status” corresponds to “Downmix
6.1ch and 7.1ch to 5.1ch” illustrated in FIG. 3.

In addition, “ext_downmixing_global_gains_status” indi-
cates whether to perform global gain control and corre-
sponds to “global gain downmixing” illustrated in FIG. 3.
That is, “ext_downmixing_global_gains_status” indicates
whether “ext_downmixing_global_gains( )” is present. In
addition, “ext_downmixing_lfe level_status” indicates
whether the LFE channel is used when 5.1 channels are
downmixed to 2 channels and corresponds to “LFE down-
mixing” illustrated in FIG. 3.

The syntax of “ext_downmixing levels( )’ in
“MPEG4_ext_ancillary_data( )” illustrated in FIG. 11 is as
illustrated in FIG. 13 and “dmix_a_idx” and “dmix_b_idx”
illustrated in FIG. 13 is information indicating the mixing
ratio (coefficient) during downmixing.

FIG. 14 illustrates the correspondence between
“dmix_a_idx” and “dmix_b_idx” determined by “ext_
downmixing_levels( )’ and components to which
“dmix_a_idx” and “dmix_b_idx” are applied when audio
data of 7.1 channels is downmixed.

The syntax of “ext_downmixing_ global_gains( )” and
“ext_downmixing_lfe_level( > in
“MPEG4_ext_ancillary_data( )” illustrated in FIG. 11 is as
illustrated in FIGS. 15 and 16.

For example, “ext_downmixing_global_gains( )” illus-
trated in FIG. 15 includes “dmx_gain_5_sign” which indi-
cates the sign of the gain during downmixing to 5.1 chan-
nels, the gain “dmx_gain_5_idx”, “dmx_gain_2_sign”
which indicates the sign of the gain during downmixing to
2 channels, and the gain “dmx_gain_2_idx”.

In addition, “ext_downmixing_lfe_level( )” illustrated in
FIG. 16 includes “dmix_lfe_idx”, and “dmix_Ife_idx” is
information indicating the mixing ratio (coefficient) of the
LFE channel during downmixing.

[For Downmixing]

In addition, “pseudo_surround_enable” in the syntax of
“bs_info( )” illustrated in FIG. 7 indicates the procedure of
a downmixing process and the procedure of the process is as
illustrated in FIG. 17. Here, FIG. 17 illustrates two proce-
dures when “pseudo_surround_enable” is 0 and when “pseu-
do_surround_enable” is 1.

Next, an audio data downmixing process will be
described.

First, downmixing from 5.1 channels to 2 channels will be
described. In this case, when the L channel and the R
channel after downmixing are an L' channel and an R'
channel, respectively, the following process is performed.
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That is, when “pseudo surround enable” is 0, the audio
data of the L' channel and the R' channel is calculated by the
following Expression (1).

L'=L+Cxb+Lsxa+LFExc

R'=R+Cxb+Rsxa+LFExc (€8]

When “pseudo_surround_enable” is 1, the audio data of
the L' channel and the R' channel is calculated by the
following Expression (2).

L'=L+Cxb-ax(Ls+Rs)+LFExc

R'=R+Cxb+ax(Ls+Rs)+LFExc 2)

In Expression (1) and Expression (2), L, R, C, Ls, Rs, and
LFE are channels forming 5.1 channels and indicate the
channels L, R, C, Ls, Rs, and LFE which have been
described with reference to FIGS. 1 and 2, respectively.

In Expression (1) and Expression (2), “c” is a constant
which is determined by the value of “dmix_Ife_idx”
included in “ext_downmixing Ife_level( )” illustrated in
FIG. 16. For example, the value of the constant ¢ corre-
sponding to each value of “dmix_Ife_idx™ is as illustrated in
FIG. 18. Specifically, when “ext_downmixing_lfe_level
status” in “ext_ancillary_data_status( )” illustrated in FIG.
12 is 0, the LFE channel is not used in the calculation using
Expression (1) and Expression (2). When “ext_downmix-
ing_lfe_level_status” is 1, the value of the constant ¢ mul-
tiplied by the LFE channel is determined on the basis of the
table illustrated in FIG. 18.

In Expression (1) and Expression (2), “a” and “b” are
constants which are determined by the values of
“dmix_a_idx” and “dmix_b_idx” included in “ext_down-
mixing_levels( )” illustrated in FIG. 13. In addition, in
Expression (1) and Expression (2), “a” and “b” may be
constants which are determined by the values of “center_
mix_level value” and “surround_mix_level value” in
“downmixing_levels_ MPEG4( )” illustrated in FIG. 9.

For example, the values of the constants a and b with
respect to the values of “dmix_a_idx” and “dmix_b_idx” or
the values of “center_mix_level value” and “surround_
mix_ level _value” are as illustrated in FIG. 19. In this
example, since the same table is referred to by “dmix_a_idx”
and “dmix_b_idx”, and “center_mix_level_value” and “sur-
round_mix_level_value”, the constants (coefficients) a and b
for downmixing have the same value.

Then, downmixing from 7.1 channels or 6.1 channels to
5.1 channels will be described.

When the audio data of the channels C, L, R, Ls, Rs, Lrs,
Rrs, and LFE including the channels of the speakers Lrs and
Rrs which are arranged on the rear of the user is converted
into audio data of 5.1 channels including the channels C', L',
R', Ls', Rs', and LFE', calculation is performed by the
following Expression (3). Here, the channels C', L',R', Ls',
Rs', and LFE' indicate channels C, L, R, Ls, Rs, and LFE
after downmixing, respectively. In addition, in Expression
(3), C,L, R, Ls, Rs, Lrs, Rrs, and LFE indicate the audio data
of the channels C, L, R, Ls, Rs, Lrs, Rrs, and LFE.

C'=C

L'=L

R'=R
Ls'=Lsxd1+Lrsxd2

Rs'=Rsxd1+Rrsxd2

LFE'=LFE 3)
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In Expression (3), d1 and d2 are constants. For example,
the constants d1 and d2 are determined for the values of
“dmix_a_idx” and “dmix_b_idx” illustrated in FIG. 19.

When the audio data of the channels C, L, R, Lc, Re, Ls,
Rs, and LFE including the channels of the speakers [.c and
Rc which are arranged on the front side of the user is
converted into audio data of 5.1 channels including the
channels C', L', R', Ls', Rs', and LFE', calculation is per-
formed by the following Expression (4). Here, the channels
C', LR, Ls', Rs', and LFE' indicate channels C, L, R, Ls, Rs,
and LFE after downmixing, respectively. In Expression (4),
C,L, R, Lc, Re, Ls, Rs, and LFE indicate the audio data of
the channels C, L, R, L¢, Re, Ls, Rs, and LFE.

C'=C+elx(Lc+Rc)
L'=L+Lcxe2
R'=R+Rcxe2
Ls'=Ls
Rs'=Rs
LFE-LFE Q)
In Expression (4), el and e2 are constants. For example,
the constants el and e2 are determined for the values of
“dmix_a_idx” and “dmix_b_idx” illustrated in FIG. 19.
When the audio data of the channels C, L, R, Lvh, Rvh,
Ls, Rs, and LFE including the channels of the speakers Rvh
and Lvh which are arranged on the front upper side of the
user is converted into audio data of 5.1 channels including
the channels C', L', R', Ls', Rs', and LFE', calculation is
performed by the following Expression (5). Here, the chan-
nels C', L' .R', Ls", Rs', and LFE' indicate channels C, L, R,
Ls, Rs, and LFE after downmixing, respectively. In Expres-
sion (5), C, L, R, Lvh, Rvh, Ls, Rs, and LFE indicate the
audio data of the channels C, L, R, Lvh, Rvh, Ls, Rs, and
LFE.

c=C
L'=Lxf1+Lvhxf2
R'=Rxf1+Rvhxf2
Ls'=Ls

Rs'=Rs
LFE-LFE Q)

In Expression (5), fl and {2 are constants. For example,
the constants f1 and {2 are determined for the values of
“dmix_a_idx” and “dmix_b_idx” illustrated in FIG.

19.

When downmixing from 6.1 channels to 5.1 channels is
performed, the following process is performed. That is,
when the audio data of the channels C, L, R, Ls, Rs, Cs, and
LFE is converted into audio data of 5.1 channels including
the channels C', L', R', Ls', Rs', and LFE', calculation is
performed by the following Expression (6). Here, the chan-
nels C', L' .R', Ls", Rs', and LFE' indicate channels C, L, R,
Ls, Rs, and LFE after downmixing, respectively. In Expres-

sion (6), C, L, R, Ls, Rs, Cs, and LFE indicate the audio data
of the channels C, L, R, Ls, Rs, Cs, and LFE.

c=C

L'=L
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R'=R
Ls'=Lsxgl+Csxg2
Rs'=Rsxgl +Csxg2

LFE'=LFE (6

In Expression (6), gl and g2 are constants. For example,
the constants gl and g2 are determined for the values of
“dmix_a_idx” and “dmix_b_idx” illustrated in FIG. 19.

Next, a global gain for volume correction during down-
mixing will be described.

The global downmix gain is used to correct the sound
volume which is increased or decreased by downmixing.
Here, dmx_gain5 indicates a correction value for downmix-
ing from 7.1 channels or 6.1 channels to 5.1 channels and
dmx_gain2 indicates a correction value for downmixing
from 5.1 channels to 2 channels. In addition, dmx_gain2
supports a decoding device or a bit stream which does not
correspond to 7.1 channels.

The application and operation thereof are similar to DRC
heavy compression. In addition, the encoding device may
appropriately perform selective evaluation for the period for
which the audio frame is long or the period for which the
audio frame is too short to determine the global downmix
gain.

During downmixing from 7.1 channels to 2 channels, the
combined gain, that is, (dmx_gainS+dmx_gain2) is applied.
For example, a 6-bit unsigned integer is used as dmx_gain5
and dmx_gain2, and dmx_gain5 and dmx_gain2 are quan-
tized at an interval of 0.25 dB.

Therefore, when dmx_gain5 and dmx_gain2 are com-
bined with each other, the combined gain is in the range of
+15.75 dB. The gain value is applied to a sample of the audio
data of the decoded current frame.

Specifically, during downmixing to 5.1 channels, the
following process is performed. That is, when gain correc-
tion is performed for the audio data of the channels C', L',
R', Ls', Rs', and LFE' obtained by downmixing to obtain
audio data of channels C", L", R", Ls", Rs", and LFE",
calculation is performed by the following Expression (7).

L"=L'xdmx_gain5
R"=R'xdmx_gain5
C"=C'xdmx_gain5
Ls"=Ls'xdmx_gain5
Rs"=Rs'xdmx_gain5

LFE"=LFE'xdmx_gain5 (7

Here, dmx_gain5 is a scalar value and is a gain value
which is calculated from “dmx_gain_5_sign” and
“dmx_gain_5_idx” illustrated in FIG. 15 by the following
Expression (8).

dmx_gain5=10¢mx_gain 5_idx20) {f
dmx_gain_5_sign==1

dmxﬁgainSz10("‘7'")‘4""'"*53-4){/20) if

dmx_gain_5_sign==0 (®)

Similarly, during downmixing to 2 channels, the follow-
ing process is performed. That is, when gain correction is
performed for the audio data of the channels L' and R'
obtained by downmixing to obtain audio data of channels L."
and R", calculation is performed by the following Expres-
sion (9).
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L"=L'xdmx_gain2

R"=R'xdmx_gain2 ()]

Here, dmx_gain2 is a scalar value and is a gain value
which is calculated from “dmx_gain_2_sign” and
“dmx_gain_2_idx” illustrated in FIG. 15 by the following
Expression (10).

dmx_gain2=10(@msgain 2_id/20) if

dmx_gain_2_sign==1

dmx_gain2—10(-dm-gain 2_idx20) i

dmx_gain_2_sign==0 (10)

During downmixing from 7.1 channels to 2 channels,
after 7.1 channels are downmixed to 5.1 channels and 5.1
channels are downmixed to 2 channels, gain adjustment may
be performed for the obtained signal (data). In this case, a
gain value dmx_gain_7 to 2 applied to audio data can be
obtained by combining dmx_gain5 and dmx_gain2, as
described in the following Expression (11).

dmx_gain_7 to 2=dmx_gain_2xdmx_gain_5

an

Downmixing from 6.1 channels to 2 channels is per-
formed, similarly to the downmixing from 7.1 channels to 2
channels.

For example, during downmixing from 7.1 channels to 2
channels, when gain correction is performed in two stages
by Expression (7) or Expression (9), it is possible to output
the audio data of 5.1 channels and the audio data of 2
channels.

[For DRC Presentation Mode]

In addition, “drc_presentation_mode” included in
“bs_info( )” illustrated in FIG. 7 is as illustrated in FIG. 20.
That is, FIG. 20 is a diagram illustrating the syntax of
“drc_presentation_mode”.

When “drc_presentation_mode” is “01”, the mode is
“DRC presentation mode 1”. When “drc_presentation_
mode” is “10”, the mode is “DRC presentation mode 2”. In
“DRC presentation mode 1” and “DRC presentation mode
2”, gain control is performed as illustrated in FIG. 21.

[Example Structure of an Encoding Device]|

Next, the specific embodiments to which the present
technique is applied will be described.

FIG. 22 is a diagram illustrating an example of the
structure of an encoding device according to an embodiment
to which the present technique is applied. An encoding
device 11 includes an input unit 21, an encoding unit 22, and
a packing unit 23.

The input unit 21 acquires audio data and information
about the audio data from the outside and supplies the audio
data and the information to the encoding unit 22. For
example, information about the arrangement (arrangement
height) of the speakers is acquired as the information about
the audio data.

The encoding unit 22 encodes the audio data and the
information about the audio data supplied from the input
unit 21 and supplies the encoded audio data and information
to the packing unit 23. The packing unit 23 packs the audio
data or the information about the audio data supplied from
the encoding unit 22 to generate an encoded bit stream
illustrated in FIG. 3 and outputs the encoded bit stream.

[Description of Encoding Process]

Next, an encoding process of the encoding device 11 will
be described with reference to the flowchart illustrated in
FIG. 23.

In Step S11, the input unit 21 acquires audio data and
information about the audio data and supplies the audio data
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and the information to the encoding unit 22. For example,
the audio data of each channel among 7.1 channels and
information (hereinafter, referred to as speaker arrangement
information) about the arrangement of the speakers stored in
“height extension element” illustrated in FIG. 4 are
acquired.

In Step S12, the encoding unit 22 encodes the audio data
of each channel supplied from the input unit 21.

In Step S13, the encoding unit 22 encodes the speaker
arrangement information supplied from the input unit 21. In
this case, the encoding unit 22 generates the synchronous
word stored in “PCE_HEIGHT_EXTENSION_SYNC”
included in “height_extension_element” illustrated in FIG. 4
or the CRC check code, which is identification information
stored in “height_info_crc_check™, and supplies the syn-
chronous word or the CRC check code and the encoded
speaker arrangement information to the packing unit 23.

In addition, the encoding unit 22 generates information
required to generate the encoded bit stream and supplies the
generated information and the encoded audio data or the
speaker arrangement information to the packing unit 23.

In Step S14, the packing unit 23 performs bit packing for
the audio data or the speaker arrangement information
supplied from the encoding unit 22 to generate the encoded
bit stream illustrated in FIG. 3. In this case, the packing unit
23 stores, for example, the speaker arrangement information
or the synchronous word and the CRC check code in “PCE”
and stores the audio data in “SCE” or “CPE”.

When the encoded bit stream is output, the encoding
process ends.

In this way, the encoding device 11 inserts the speaker
arrangement information, which is information about the
arrangement of the speakers in each layer, into the encoded
bit stream and outputs the encoded audio data. As such,
when the information about the arrangement of the speakers
in the vertical direction is used, it is possible to reproduce a
sound image in the vertical direction, in addition to in the
plane. Therefore, it is possible to reproduce a more realistic
sound.

[Example Structure of a Decoding Device]

Next, a decoding device which receives the encoded bit
stream output from the encoding device 11 and decodes the
encoded bit stream will be described.

FIG. 24 is a diagram illustrating an example of the
structure of the decoding device. A decoding device 51
includes a separation unit 61, a decoding unit 62, and an
output unit 63.

The separation unit 61 receives the encoded bit stream
transmitted from the encoding device 11, performs bit
unpacking for the encoded bit stream, and supplies the
unpacked encoded bit stream to the decoding unit 62.

The decoding unit 62 decodes, for example, the encoded
bit stream supplied from the separation unit 61, that is, the
audio data of each channel or the speaker arrangement
information and supplies the decoded audio data to the
output unit 63. For example, the decoding unit 62 down-
mixes the audio data, if necessary.

The output unit 63 outputs the audio data supplied from
the decoding unit 62 on the basis of the arrangement of the
speakers (speaker mapping) designated by the decoding unit
62. The audio data of each channel output from the output
unit 63 is supplied to the speakers of each channel and is
then reproduced.

[Description of a Decoding Operation]

Next, a decoding process of the decoding device 51 will
be described with reference to the flowchart illustrated in
FIG. 25.
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In Step S41, the decoding unit 62 decodes audio data.

That is, the separation unit 61 receives the encoded bit
stream transmitted from the encoding device 11 and per-
forms bit unpacking for the encoded bit stream. Then, the
separation unit 61 supplies audio data obtained by the bit
unpacking and various kinds of information, such as the
speaker arrangement information, to the decoding unit 62.
The decoding unit 62 decodes the audio data supplied from
the separation unit 61 and supplies the decoded audio data
to the output unit 63.

In Step S42, the decoding unit 62 detects the synchronous
word from the information supplied from the separation unit
61. Specifically, the synchronous word is detected from
“height_extension_element” illustrated in FIG. 4.

In Step S43, the decoding unit 62 determines whether the
synchronous word is detected. When it is determined in Step
S43 that the synchronous word is detected, the decoding unit
62 decodes the speaker arrangement information in Step
S44.

That is, the decoding unit 62 reads information, such as
“front_element_height_info [i]”, “side_element_height_
info [i]”, and “back_element_height_info [i]” from “heigh-
t_extension_element” illustrated in FIG. 4. In this way, it is
possible to find the positions (channels) of the speakers
where each audio data item can be reproduced with high
quality.

In Step S45, the decoding unit 62 generates identification
information. That is, the decoding unit 62 calculates the
CRC check code on the basis of information which is read
between “PCE_HEIGHT EXTENSION_SYNC”  and
“byte_alignment( )” in “height_extension_element”, that is,
the synchronous word, the speaker arrangement informa-
tion, and byte alignment and obtains the identification infor-
mation.

In Step S46, the decoding unit 62 compares the identifi-
cation information generated in Step S45 with the identifi-
cation information included in “height_info_crc_check” of
“height_extension_element” illustrated in FIG. 4 and deter-
mines whether the identification information items are iden-
tical to each other.

When it is determined in Step S46 that the identification
information items are identical to each other, the decoding
unit 62 supplies the decoded audio data to the output unit 63
and instructs the output of the audio data on the basis of the
obtained speaker arrangement information. Then, the pro-
cess proceeds to Step S47.

In Step S47, the output unit 63 outputs the audio data
supplied from the decoding unit 62 on the basis of the
speaker arrangement (speaker mapping) indicated by the
decoding unit 62. Then, the decoding process ends.

On the other hand, when it is determined in Step S43 that
the synchronous word is not detected or when it is deter-
mined in Step S46 that the identification information items
are not identical to each other, the output unit 63 outputs the
audio data on the basis of predetermined speaker arrange-
ment in Step S48.

That is, when the speaker arrangement information is
correctly read from “height extension element”, the process
in Step S48 is performed. In this case, the decoding unit 62
supplies the audio data to the output unit 63 and instructs the
output of the audio data such that the audio data of each
channel is reproduced by the speakers of each predetermined
channel. Then, the output unit 63 outputs the audio data in
response to the instructions from the decoding unit 62 and
the decoding process ends.

In this way, the decoding device 51 decodes the speaker
arrangement information or the audio data included in the
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encoded bit stream and outputs the audio data on the basis
of the speaker arrangement information. Since the speaker
arrangement information includes the information about the
arrangement of the speakers in the vertical direction, it is
possible to reproduce a sound image in the vertical direction,
in addition to in the plane. Therefore, it is possible to
reproduce a more realistic sound.

Specifically, when the audio data is decoded, for example,
a process of downmixing the audio data is also performed,
if necessary.

In this case, for example, the decoding unit 62 reads
“MPEG4_ext_ancillary_data( )” when “ancillary_data_ex-
tension_status” in “ancillary_data_status( )” of “MPEG4
ancillary data” illustrated in FIG. 6 is “1”. Then, the decod-
ing unit 62 reads each information item included in
“MPEG4_ext_ancillary_data( )” illustrated in FIG. 11 and
performs an audio data downmixing process or a gain
correction process.

For example, the decoding unit 62 downmixes audio data
of 7.1 channels or 6.1 channels to audio data of 5.1 channels
or further downmixes audio data of 5.1 channels to audio
data of 2 channels.

In this case, the decoding unit 62 uses the audio data of
the LFE channel for downmixing, if necessary. The coeffi-
cients multiplied by each channel are determined with
reference to “ext_downmixing_levels( )” illustrated in FIG.
13 or “ext_downmixing_lfe_level( )” illustrated in FIG. 16.
In addition, gain correction during downmixing is per-
formed with reference to “ext_downmixing global_
gains( )” illustrated in FIG. 15.

[Example Structure of an Encoding Device]

Next, an example of the detailed structure of the above-
mentioned encoding device and decoding device and the
detailed operation of these devices will be described.

FIG. 26 is a diagram illustrating an example of the
detailed structure of the encoding device.

The encoding device 91 includes an input unit 21, an
encoding unit 22, and a packing unit 23. In FIG. 26,
components corresponding to those illustrated in FIG. 22 are
denoted by the same reference numerals and the description
thereof will not be repeated.

The encoding unit 22 includes a PCE encoding unit 101,
a DSE encoding unit 102, and an audio element encoding
unit 103.

The PCE encoding unit 101 encodes a PCE on the basis
of information supplied from the input unit 21. That is, the
PCE encoding unit 101 generates each information item
stored in the PCE while encoding each information item, if
necessary. The PCE encoding unit 101 includes a synchro-
nous word encoding unit 111, an arrangement information
encoding unit 112, and an identification information encod-
ing unit 113.

The synchronous word encoding unit 111 encodes the
synchronous word and uses the encoded synchronous word
as information which is stored in the extended region
included in the comment region of the PCE. The arrange-
ment information encoding unit 112 encodes the speaker
arrangement information which indicates the heights (lay-
ers) of the speakers for each audio data item and is supplied
from the input unit 21, and uses the encoded speaker
arrangement information as the information stored in the
extended region of the comment region.

The identification information encoding unit 113 encodes
identification information. For example, the identification
information encoding unit 113 generates the CRC check
code as the identification information on the basis of the
synchronous word and the speaker arrangement information,
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if necessary, and uses the CRC check code as the informa-
tion stored in the extended region of the comment region.

The DSE encoding unit 102 encodes a DSE on the basis
of the information supplied from the input unit 21. That is,
the DSE encoding unit 102 generates each information item
to be stored in the DSE while encoding each information
item, if necessary. The DSE encoding unit 102 includes an
extended information encoding unit 114 and a downmix
information encoding unit 115.

The extended information encoding unit 114 encodes
information (flag) indicating whether extended information
is included in “MPEG4_ext_ancillary_data( )” which is an
extended region of the DSE. The downmix information
encoding unit 115 encodes information about the downmix-
ing of audio data. The audio element encoding unit 103
encodes the audio data supplied from the input unit 21.

The encoding unit 22 supplies information which is
obtained by encoding each type of data and is stored in each
element to the packing unit 23.

[Description of Encoding Process]

Next, an encoding process of the encoding device 91 will
be described with reference to the flowchart illustrated in
FIG. 27. The encoding process is more detailed than the
process which has been described with reference to the
flowchart illustrated in FIG. 23.

In Step S71, the input unit 21 acquires audio data and
information required to encode the audio data and supplies
the audio data and the information to the encoding unit 22.

For example, the input unit 21 acquires, as the audio data,
the pulse code modulation (PCM) data of each channel,
information indicating the arrangement of each channel
speaker, information for specifying a downmix coefficient,
and information indicating the bit rate of the encoded bit
stream. Here, the information for specifying the downmix
coeflicient is information indicating a coefficient which is
multiplied by the audio data of each channel during down-
mixing from 7.1 channels or 6.1 channels to 5.1 channels
and downmixing from 5.1 channels to 2 channels.

In addition, the input unit 21 acquires the file name of the
encoded bit stream to be obtained. The file name is appro-
priately used on the encoding side.

In Step S72, the audio element encoding unit 103 encodes
the audio data supplied from the input unit 21 and the
encoded audio data is stored in each element, such as SCE,
CPE, and LFE. In this case, the audio data is encoded at a
bit rate which is determined by the bit rate supplied from the
input unit 21 to the encoding unit 22 and the number of
codes in information other than the audio data.

For example, the audio data of the C channel or the Cs
channel is encoded and stored in the SCE. The audio data of
the L channel or the R channel is encoded and stored in the
CPE. In addition, the audio data of the LFE channel is
encoded and stored in the LFE.

In Step S73, the synchronous word encoding unit 111
encodes the synchronous word on the basis of the informa-
tion supplied from the input unit 21 and the encoded
synchronous word is stored in “PCE_HEIGHT_EXTEN-
SION_SYNC” of “height extension element” illustrated in
FIG. 4.

In Step S74, the arrangement information encoding unit
112 encodes the speaker arrangement information of each
audio data which is supplied from the input unit 21.

The encoded speaker arrangement information is stored in
“height_extension_element” at a sound source position in
the packing unit 23, that is, in an order corresponding to the
arrangement of the speakers. That is, speaker arrangement
information indicating the speaker height (the height of the
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sound source) of each channel reproduced by the speaker
which is arranged in front of the user is stored as “fron-
t_element_height_info [i]” in “height_extension_element”.

In addition, speaker arrangement information indicating
the speaker height of each channel reproduced by the
speaker which is arranged on the side of the user is stored as
“side_element_height_info [i]” in “height_extension_ele-
ment”, subsequently to “front_element_height_info [i]”.
Then, speaker arrangement information indicating the
speaker height of each channel reproduced by the speaker
which is arranged on the rear side of the user is stored as
“back_element_height_info [i]” in “height extension ele-
ment”, subsequently to “side_element_height_info [i]”.

In Step S75, the identification information encoding unit
113 encodes identification information. For example, the
identification information encoding unit 113 generates a
CRC check code as the identification information on the
basis of the synchronous word and the speaker arrangement
information, if necessary. The CRC check code is informa-
tion stored in “height_info_crc_check” of “height_extensio-
n_element”. The synchronous word and the CRC check code
are information for identifying whether the speaker arrange-
ment information is present in the encoded bit stream.

In addition, the identification information encoding unit
113 generates information instructing the execution of byte
alignment as information stored in “byte_alignment( )” of
“height_extension_element”. The identification information
encoding unit 113 generates information instructing the
comparison of the identification information as information
stored in “if(crc_cal( )!=height_info_crc_check)” of “height
extension element”.

Information to be stored in the extended region included
in the comment region of the PCE, that is, “height_exten-
sion_element” is generated by the process from Step S73 to
Step S75.

In Step S76, the PCE encoding unit 101 encodes the PCE
on the basis of, for example, the information supplied from
the input unit 21 or the generated information which is
stored in the extended region.

For example, the PCE encoding unit 101 generates, as
information to be stored in the PCE, information indicating
the number of channels reproduced by the front, side, and
rear speakers or information indicating to which of the C, L,
and R channels each audio data item belongs.

In Step S77, the extended information encoding unit 114
encodes information indicating whether the extended infor-
mation is included in the extended region of the DSE, on the
basis of the information supplied from the input unit 21 and
the encoded information is stored in “ancillary_data_exten-
sion_status” of “ancillary_data_status( )” illustrated in FIG.
8. For example, as information indicating whether the
extended information is included, that is, information indi-
cating whether there is the extended information is stored,
“0” or “1” is stored in “ancillary_data_extension_status”.

In Step S78, the downmix information encoding unit 115
encodes information about the downmixing of audio data on
the basis of the information supplied from the input unit 21.

For example, the downmix information encoding unit 115
encodes information for specifying the downmix coeflicient
supplied from the input unit 21. Specifically, the downmix
information encoding unit 115 encodes information indicat-
ing a coefficient which is multiplied by the audio data of
each channel during downmixing from 5.1 channels to 2
channels and “center_mix_level _value” and “‘surround_
mix_level_value” are stored in “downmixing lev-
els_ MPEG4( )” illustrated in FIG. 9.
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In addition, the downmix information encoding unit 115
encodes information indicating a coefficient which is mul-
tiplied by the audio data of the LFE channel during down-
mixing from 5.1 channels to 2 channels and “dmix_Ife_idx™”
is stored in “ext_downmixing lfe level( )” illustrated in
FIG. 16. Similarly, the downmix information encoding unit
115 encodes information indicating the procedure of down-
mix to 2 channels which is supplied from the input unit 21
and “pseudo_surround_enable” is stored in “bs_info( )”
illustrated in FIG. 7.

The downmix information encoding unit 115 encodes
information indicating a coefficient which is multiplied by
the audio data of each channel during downmixing from 7.1
channels or 6.1 channels to 5.1 channels and “dmix_a_idx”
and “dmix_b_idx” are stored in “ext_downmixing_levels”
illustrated in FIG. 13.

The downmix information encoding unit 115 encodes
information indicating whether to use the LFE channel
during downmixing from 5.1 channels to 2 channels. The
encoded information is stored in “ext_downmixing_lfe lev-
el_status” illustrated in FIG. 12 included in “ext_ancillary_
data_status( )” illustrated in FIG. 11 which is the extended
region.

The downmix information encoding unit 115 encodes
information required for gain adjustment during downmix.
The encoded information is stored in “ext_downmixing
global_gains” in “MPEG4_ext_ancillary_data( )” illustrated
in FIG. 11.

In Step S79, the DSE encoding unit 102 encodes the DSE
on the basis of the information supplied from the input unit
21 or the generated information about downmixing.

Information to be stored in each element, such as PCE,
SCE, CPE, LFE, and DSE, is obtained by the above-
mentioned process. The encoding unit 22 supplies the infor-
mation to be stored in each element to the packing unit 23.
In addition, the encoding unit 22 generates elements, such as
“Header/Sideinfo”, “FIL(DRC)”, and “FIL(END)”, and
supplies the generated elements to the packing unit 23, if
necessary.

In Step S80, the packing unit 23 performs bit packing for
the audio data or the speaker arrangement information
supplied from the encoding unit 22 to generate the encoded
bit stream illustrated in FIG. 3 and outputs the encoded bit
stream. For example, the packing unit 23 stores the infor-
mation supplied from the encoding unit 22 in the PCE or the
DSE to generate the encoded bit stream. When the encoded
bit stream is output, the encoding process ends.

In this way, the encoding device 91 inserts, for example,
the speaker arrangement information, the information about
downmixing, and the information indicating whether the
extended information is included in the extended region into
the encoded bit stream and outputs the encoded audio data.
As such, when the speaker arrangement information and the
information about downmixing are stored in the encoded bit
stream, a high-quality realistic sound can be obtained on the
decoding side of the encoded bit stream.

For example, when the information about the arrangement
of the speakers in the vertical direction is stored in the
encoded bit stream, on the decoding side, a sound image in
the vertical direction, in addition to in the plane, can be
reproduced. Therefore, it is possible to reproduce a realistic
sound.

In addition, the encoded bit stream includes a plurality of
identification information items (identification codes) for
identifying the speaker arrangement information, in order to
identify whether the information stored in the extended
region of the comment region is the speaker arrangement
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information or text information, such as other comments. In
this embodiment, the encoded bit stream includes, as the
identification information, the synchronous word which is
arranged immediately before the speaker arrangement infor-
mation and the CRC check code which is determined by the
content of the stored information, such as the speaker
arrangement information.

When the two identification information items are
included in the encoded bit stream, it is possible to reliably
specify whether the information included in the encoded bit
stream is the speaker arrangement information. As a result,
it is possible to obtain a high-quality realistic sound using
the obtained speaker arrangement information.

In addition, in the encoded bit stream, as information for
downmixing audio data, “pseudo_surround_enable” is
included in the DSE. This information makes it possible to
designate any one of a plurality of methods as a method of
downmixing channels from 5.1 channels to 2 channels.
Therefore, it is possible to improve flexibility in an audio
data on the decoding side.

Specifically, in this embodiment, as the method of down-
mixing channels from 5.1 channels to 2 channels, there are
a method using Expression (1) and a method using Expres-
sion (2). For example, the audio data of 2 channels obtained
by downmixing is transmitted to a reproduction device on a
decoding side, and the reproduction device converts the
audio data of 2 channels into audio data of 5.1 channels and
reproduces the converted audio data.

In this case, in the method using Expression (1) and the
method using Expression (2), an appropriate acoustic effect
which is assumed in advance when the final audio data of 5.1
channels is reproduced is not likely to be obtained from the
audio data obtained by any one of the two methods.

However, in the encoded bit stream obtained by the
encoding device 91, a downmixing method capable of
obtaining the acoustic effect assumed on the decoding side
can be designated by “pseudo_surround_enable”. Therefore,
a high-quality realistic sound can be obtained on the decod-
ing side.

In addition, in the encoded bit stream, the information
(flag) indicating whether the extended information is
included is stored in “ancillary_data_extension_status”.
Therefore, it is possible to specify whether the extended
information is included in “MPEG4_ext_ancillary_data( )”,
which is the extended region, with reference to this infor-
mation.

For example, in this example, as the extended informa-
tion, “ext_ancillary_data_status( )”, “ext_downmixing lev-
els( )”, “ext_downmixing_global_gains”, and “ext_down-
mixing_lfe_level( )” are stored in the extended region, if
necessary.

When the extended information can be obtained, it is
possible to improve flexibility in the downmixing of audio
data and various kinds of the audio data can be obtained on
the decoding side. As a result, it is possible to obtain a
high-quality realistic sound.

[Example Structure of a Decoding Device]

Next, the detailed structure of the decoding device will be
described.

FIG. 28 is a diagram illustrating an example of the
detailed structure of the decoding device. In FIG. 28, com-
ponents corresponding to those illustrated in FIG. 24 are
denoted by the same reference numerals and the description
thereof will not be repeated.

A decoding device 141 includes a separation unit 61, a
decoding unit 62, a switching unit 151, a downmix process-
ing unit 152, and an output unit 63.

10

15

20

25

30

35

40

45

50

55

60

65

20

The separation unit 61 receives the encoded bit stream
output from the encoding device 91, unpacks the encoded bit
stream, and supplies the encoded bit stream to the decoding
unit 62. In addition, the separation unit 61 acquires a
downmix formal parameter and the file name of audio data.

The downmix formal parameter is information indicating
the downmix form of audio data included in the encoded bit
stream in the decoding device 141. For example, informa-
tion indicating downmixing from 7.1 channels or 6.1 chan-
nels to 5.1 channels, information indicating downmixing
from 7.1 channels or 6.1 channels to 2 channels, information
indicating downmixing from 5.1 channels to 2 channels, or
information indicating that downmixing is not performed is
included as the downmix formal parameter.

The downmix formal parameter acquired by the separa-
tion unit 61 is supplied to the switching unit 151 and the
downmix processing unit 152. In addition, the file name
acquired by the separation unit 61 is appropriately used in
the decoding device 141.

The decoding unit 62 decodes the encoded bit stream
supplied from the separation unit 61. The decoding unit 62
includes a PCE decoding unit 161, a DSE decoding unit 162,
and an audio element decoding unit 163.

The PCE decoding unit 161 decodes the PCE included in
the encoded bit stream and supplies information obtained by
the decoding to the downmix processing unit 152 and the
output unit 63. The PCE decoding unit 161 includes a
synchronous word detection unit 171 and an identification
information calculation unit 172.

The synchronous word detection unit 171 detects the
synchronous word from the extended region in the comment
region of the PCE and reads the synchronous word. The
identification information calculation unit 172 calculates
identification information on the basis of the information
which is read from the extended region in the comment
region of the PCE.

The DSE decoding unit 162 decodes the DSE included in
the encoded bit stream and supplies information obtained by
the decoding to the downmix processing unit 152. The DSE
decoding unit 162 includes an extension detection unit 173
and a downmix information decoding unit 174.

The extension detection unit 173 detects whether the
extended information is included in
“MPEG4_ancillary_data( )’ of the DSE. The downmix
information decoding unit 174 decodes information about
downmixing which is included in the DSE.

The audio element decoding unit 163 decodes the audio
data included in the encoded bit stream and supplies the
audio data to the switching unit 151.

The switching unit 151 changes the output destination of
the audio data supplied from the decoding unit 62 to the
downmix processing unit 152 or the output unit 63 on the
basis of the downmix formal parameter supplied from the
separation unit 61.

The downmix processing unit 152 downmixes the audio
data supplied from the switching unit 151 on the basis of the
downmix formal parameter from the separation unit 61 and
the information from the decoding unit 62 and supplies the
downmixed audio data to the output unit 63.

The output unit 63 outputs the audio data supplied from
the switching unit 151 or the downmix processing unit 152
on the basis of the information supplied from the decoding
unit 62. The output unit 63 includes a rearrangement pro-
cessing unit 181. The rearrangement processing unit 181
rearranges the audio data supplied from the switching unit
151 on the basis of the information supplied from the PCE
decoding unit 161 and outputs the audio data.
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[Example of Structure of Downmix Processing Unit]

FIG. 29 illustrates the detailed structure of the downmix
processing unit 152 illustrated in FIG. 28. That is, the
downmix processing unit 152 includes a switching unit 211,
a switching unit 212, downmixing units 213-1 to 213-4, a
switching unit 214, a gain adjustment unit 215, a switching
unit 216, a downmixing unit 217-1, a downmixing unit
217-2, and a gain adjustment unit 218.

The switching unit 211 supplies the audio data supplied
from the switching unit 151 to the switching unit 212 or the
switching unit 216. For example, the output destination of
the audio data is the switching unit 212 when the audio data
is data of 7.1 channels or 6.1 channels and is the switching
unit 216 when the audio data is data of 5.1 channels.

The switching unit 212 supplies the audio data supplied
from the switching unit 211 to any one of the downmixing
units 213-1 to 213-4. For example, the switching unit 212
outputs the audio data to the downmixing unit 213-1 when
the audio data is data of 6.1 channels.

When the audio data is data of the channels L, Lc, C, Rc,
R, Ls, Rs, and LFE, the switching unit 212 supplies the
audio data from the switching unit 211 to the downmixing
unit 213-2. When the audio data is data of the channels L,
R, C, Ls, Rs, Lrs, Rrs, and LFE, the switching unit 212
supplies the audio data from the switching unit 211 to the
downmixing unit 213-3.

When the audio data is data of the channels L, R, C, Ls,
Rs, Lvh, Rvh, and LFE, the switching unit 212 supplies the
audio data from the switching unit 211 to the downmixing
unit 213-4.

The downmixing units 213-1 to 213-4 downmix the audio
data supplied from the switching unit 212 to audio data of
5.1 channels and supplies the audio data to the switching
unit 214. Hereinafter, when the downmixing units 213-1 to
213-4 do not need to be particularly distinguished from each
other, they are simply referred to as downmixing units 213.

The switching unit 214 supplies the audio data supplied
from the downmixing unit 213 to the gain adjustment unit
215 or the switching unit 216. For example, when the audio
data included in the encoded bit stream is downmixed to
audio data of 5.1 channels, the switching unit 214 supplies
the audio data to the gain adjustment unit 215. On the other
hand, when the audio data included in the encoded bit stream
is downmixed to audio data of 2 channels, the switching unit
214 supplies the audio data to the switching unit 216.

The gain adjustment unit 215 adjusts the gain of the audio
data supplied from the switching unit 214 and supplies the
audio data to the output unit 63.

The switching unit 216 supplies the audio data supplied
from the switching unit 211 or the switching unit 214 to the
downmixing unit 217-1 or the downmixing unit 217-2. For
example, the switching unit 216 changes the output desti-
nation of the audio data depending on the value of “pseudo
surround enable” included in the DSE of the encoded bit
stream.

The downmixing unit 217-1 and the downmixing unit
217-2 downmix the audio data supplied from the switching
unit 216 to data of 2 channels and supply the data to the gain
adjustment unit 218. Hereinafter, when the downmixing unit
217-1 and the downmixing unit 217-2 do not need to be
particularly distinguished from each other, they are simply
referred to as downmixing units 217.

The gain adjustment unit 218 adjusts the gain of the audio
data supplied from the downmixing unit 217 and supplies
the audio data to the output unit 63.
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[Example of Structure of Downmixing Unit]

Next, an example of the detailed structure of the down-
mixing unit 213 and the downmixing unit 217 illustrated in
FIG. 29 will be described.

FIG. 30 is a diagram illustrating an example of the
structure of the downmixing unit 213-1 illustrated in FIG.
29.

The downmixing unit 213-1 includes input terminals
241-1 to 241-7, multiplication units 242 to 244, an addition
unit 245, an addition unit 246, and output terminals 247-1 to
247-6.

The audio data of the channels L, R, C, Ls, Rs, Cs, and
LFE is supplied from the switching unit 212 to the input
terminals 241-1 to 241-7.

The input terminals 241-1 to 241-3 supply the audio data
supplied from the switching unit 212 to the switching unit
214 through the output terminals 247-1 to 247-3, without
any change in the audio data. That is, the audio data of the
channels [, R, and C which is supplied to the downmixing
unit 213-1 is downmixed and output as the audio data of the
channels [, R, and C after downmixing to the next stage.

The input terminals 241-4 to 241-6 supply the audio data
supplied from the switching unit 212 to the multiplication
units 242 to 244. The multiplication unit 242 multiplies the
audio data supplied from the input terminal 241-4 by a
downmix coeflicient and supplies the audio data to the
addition unit 245.

The multiplication unit 243 multiplies the audio data
supplied from the input terminal 241-5 by a downmix
coeflicient and supplies the audio data to the addition unit
246. The multiplication unit 244 multiplies the audio data
supplied from the input terminal 241-6 by a downmix
coeflicient and supplies the audio data to the addition unit
245 and the addition unit 246.

The addition unit 245 adds the audio data supplied from
the multiplication unit 242 and the audio data supplied from
the multiplication unit 244 and supplies the added audio data
to the output terminal 247-4. The output terminal 247-4
supplies the audio data supplied from the addition unit 245
as the audio data of the Ls channel after downmixing to the
switching unit 214.

The addition unit 246 adds the audio data supplied from
the multiplication unit 243 and the audio data supplied from
the multiplication unit 244 and supplies the added audio data
to the output terminal 247-5. The output terminal 247-5
supplies the audio data supplied from the addition unit 246
as the audio data of the Rs channel after downmixing to the
switching unit 214.

The input terminal 241-7 supplies the audio data supplied
from the switching unit 212 to the switching unit 214
through the output terminal 247-6, without any change in the
audio data. That is, the audio data of the LFE channel
supplied to the downmixing unit 213-1 is output as the audio
data of the LFE channel after downmixing to the next stage,
without any change.

Hereinafter, when the input terminals 241-1 to 241-7 do
not need to be particularly distinguished from each other,
they are simply referred to as input terminals 241. When the
output terminals 247-1 to 247-6 do not need to be particu-
larly distinguished from each other, they are simply referred
to as output terminals 247.

As such, in the downmixing unit 213-1, a process corre-
sponding to calculation using the above-mentioned Expres-
sion (6) is performed.

FIG. 31 is a diagram illustrating an example of the
structure of the downmixing unit 213-2 illustrated in FIG.
29.
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The downmixing unit 213-2 includes input terminals
271-1 to 271-8, multiplication units 272 to 275, an addition
unit 276, an addition unit 277, an addition unit 278, and
output terminals 279-1 to 279-6.

The audio data of the channels L, Lc, C, Re, R, Ls, Rs, and
LFE is supplied from the switching unit 212 to the input
terminals 271-1 to 271-8, respectively.

The input terminals 271-1 to 271-5 supply the audio data
supplied from the switching unit 212 to the addition unit
276, the multiplication units 272 and 273, the addition unit
277, the multiplication units 274 and 275, and the addition
unit 278, respectively.

The multiplication unit 272 and the multiplication unit
273 multiply the audio data supplied from the input terminal
271-2 by a downmix coefficient and supply the audio data to
the addition unit 276 and the addition unit 277, respectively.
The multiplication unit 274 and the multiplication unit 275
multiply the audio data supplied from the input terminal
271-4 by a downmix coefficient and supply the audio data to
the addition unit 277 and the addition unit 278, respectively.

The addition unit 276 adds the audio data supplied from
the input terminal 271-1 and the audio data supplied from
the multiplication unit 272 and supplies the added audio data
to the output terminal 279-1. The output terminal 279-1
supplies the audio data supplied from the addition unit 276
as the audio data of the L channel after downmixing to the
switching unit 214.

The addition unit 277 adds the audio data supplied from
the input terminal 271-3, the audio data supplied from the
multiplication unit 273, and the audio data supplied from the
multiplication unit 274 and supplies the added audio data to
the output terminal 279-2. The output terminal 279-2 sup-
plies the audio data supplied from the addition unit 277 as
the audio data of the C channel after downmixing to the
switching unit 214.

The addition unit 278 adds the audio data supplied from
the input terminal 271-5 and the audio data supplied from
the multiplication unit 275 and supplies the added audio data
to the output terminal 279-3. The output terminal 279-3
supplies the audio data supplied from the addition unit 278
as the audio data of the R channel after downmixing to the
switching unit 214.

The input terminals 271-6 to 271-8 supply the audio data
supplied from the switching unit 212 to the switching unit
214 through the output terminals 279-4 to 279-6, without
any change in the audio data. That is, the audio data of the
channels Ls, Rs, and LFE supplied from the downmixing
unit 213-2 is supplied as the audio data of the channels Ls,
Rs, and LFE after downmixing to the next stage, without any
change.

Hereinafter, when the input terminals 271-1 to 271-8 do
not need to be particularly distinguished from each other,
they are simply referred to as input terminals 271. When the
output terminals 279-1 to 279-6 do not need to be particu-
larly distinguished from each other, they are simply referred
to as output terminals 279.

As such, in the downmixing unit 213-2, a process corre-
sponding to calculation using the above-mentioned Expres-
sion (4) is performed.

FIG. 32 is a diagram illustrating an example of the
structure of the downmixing unit 213-3 illustrated in FIG.
29.

The downmixing unit 213-3 includes input terminals
301-1 to 301-8, multiplication units 302 to 305, an addition
unit 306, an addition unit 307, and output terminals 308-1 to
308-6.
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The audio data of the channels L, R, C, Ls, Rs, Lrs, Rrs,
and LFE is supplied from the switching unit 212 to the input
terminals 301-1 to 301-8, respectively.

The input terminals 301-1 to 301-3 supply the audio data
supplied from the switching unit 212 to the switching unit
214 through the output terminals 308-1 to 308-3, respec-
tively, without any change in the audio data. That is, the
audio data of the channels [, R, and C supplied to the
downmixing unit 213-3 is output as the audio data of the
channels [, R, and C after downmixing to the next stage.

The input terminals 301-4 to 301-7 supply the audio data
supplied from the switching unit 212 to the multiplication
units 302 to 305, respectively. The multiplication units 302
to 305 multiply the audio data supplied from the input
terminals 301-4 to 301-7 by a downmix coefficient and
supply the audio data to the addition unit 306, the addition
unit 307, the addition unit 306, and the addition unit 307,
respectively.

The addition unit 306 adds the audio data supplied from
the multiplication unit 302 and the audio data supplied from
the multiplication unit 304 and supplies the audio data to the
output terminal 308-4. The output terminal 308-4 supplies
the audio data supplied from the addition unit 306 as the
audio data of the Ls channel after downmixing to the
switching unit 214.

The addition unit 307 adds the audio data supplied from
the multiplication unit 303 and the audio data supplied from
the multiplication unit 305 and supplies the audio data to the
output terminal 308-5. The output terminal 308-5 supplies
the audio data supplied from the addition unit 307 as the
audio data of the Rs channel after downmixing to the
switching unit 214.

The input terminal 301-8 supplies the audio data supplied
from the switching unit 212 to the switching unit 214
through the output terminal 308-6, without any change in the
audio data. That is, the audio data of the LFE channel
supplied to the downmixing unit 213-3 is output as the audio
data of the LFE channel after downmixing to the next stage,
without any change.

Hereinafter, when the input terminals 301-1 to 301-8 do
not need to be particularly distinguished from each other,
they are simply referred to as input terminals 301. When the
output terminals 308-1 to 308-6 do not need to be particu-
larly distinguished from each other, they are simply referred
to as output terminals 308.

As such, in the downmixing unit 213-3, a process corre-
sponding to calculation using the above-mentioned Expres-
sion (3) is performed.

FIG. 33 is a diagram illustrating an example of the
structure of the downmixing unit 213-4 illustrated in FIG.
29.

The downmixing unit 213-4 includes input terminals
331-1 to 331-8, multiplication units 332 to 335, an addition
unit 336, an addition unit 337, and output terminals 338-1 to
338-6.

The audio data of the channels L, R, C, Ls, Rs, Lvh, Rvh,
and LFE is supplied from the switching unit 212 to the input
terminals 331-1 to 331-8, respectively.

The input terminal 331-1 and the input terminal 331-2
supply the audio data supplied from the switching unit 212
to the multiplication unit 332 and the multiplication unit
333, respectively. The input terminal 331-6 and the input
terminal 331-7 supply the audio data supplied from the
switching unit 212 to the multiplication unit 334 and the
multiplication unit 335, respectively.

The multiplication units 332 to 335 multiply the audio
data supplied from the input terminal 331-1, the input
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terminal 331-2, the input terminal 331-6, and the input
terminal 331-7 by a downmix coefficient and supply the
audio data to the addition unit 336, the addition unit 337, the
addition unit 336, and the addition unit 337, respectively.

The addition unit 336 adds the audio data supplied from
the multiplication unit 332 and the audio data supplied from
the multiplication unit 334 and supplies the audio data to the
output terminal 338-1. The output terminal 338-1 supplies
the audio data supplied from the addition unit 336 as the
audio data of the L channel after downmixing to the switch-
ing unit 214.

The addition unit 337 adds the audio data supplied from
the multiplication unit 333 and the audio data supplied from
the multiplication unit 335 and supplies the audio data to the
output terminal 338-2. The output terminal 338-2 supplies
the audio data supplied from the addition unit 337 as the
audio data of the R channel after downmixing to the switch-
ing unit 214.

The input terminals 331-3 to 331-5 and the input terminal
331-8 supply the audio data supplied from the switching unit
212 to the switching unit 214 through the output terminals
338-3 to 338-5 and the output terminal 338-6, respectively,
without any change in the audio data. That is, the audio data
of the channels C, Ls, Rs, and LFE supplied to the down-
mixing unit 213-4 is output as the audio data of the channels
C, Ls, Rs, and LFE after downmixing to the next stage,
without any change.

Hereinafter, when the input terminals 331-1 to 331-8 do
not need to be particularly distinguished from each other,
they are simply referred to as input terminals 331. When the
output terminals 338-1 to 338-6 do not need to be particu-
larly distinguished from each other, they are simply referred
to as output terminals 338.

As such, in the downmixing unit 213-4, a process corre-
sponding to calculation using the above-mentioned Expres-
sion (5) is performed.

Then, an example of the detailed sructure of the down-
mixing unit 217 illustrated in FIG. 29 will be described.

FIG. 34 is a diagram illustrating an example of the
structure of the downmixing unit 217-1 illustrated in FIG.
29.

The downmixing unit 217-1 includes input terminals
361-1 to 361-6, multiplication units 362 to 365, addition
units 366 to 371, an output terminal 372-1, and an output
terminal 372-2.

The audio data of the channels L, R, C, Ls, Rs, and LFE
is supplied from the switching unit 216 to the input terminals
361-1 to 361-6, respectively.

The input terminals 361-1 to 361-6 supply the audio data
supplied from the switching unit 216 to the addition unit
366, the addition unit 369, and the multiplication units 362
to 365, respectively.

The multiplication units 362 to 365 multiply the audio
data supplied from the input terminals 361-3 to 361-6 by a
downmix coefficient and supply the audio data to the addi-
tion units 366 and 369, the addition unit 367, the addition
unit 370, and the addition units 368 and 371, respectively.

The addition unit 366 adds the audio data supplied from
the input terminal 361-1 and the audio data supplied from
the multiplication unit 362 and supplies the added audio data
to the addition unit 367. The addition unit 367 adds the audio
data supplied from the addition unit 366 and the audio data
supplied from the multiplication unit 363 and supplies the
added audio data to the addition unit 368.

The addition unit 368 adds the audio data supplied from
the addition unit 367 and the audio data supplied from the
multiplication unit 365 and supplies the added audio data to
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the output terminal 372-1. The output terminal 372-1 sup-
plies the audio data supplied from the addition unit 368 as
the audio data of the L channel after downmixing to the gain
adjustment unit 218.

The addition unit 369 adds the audio data supplied from
the input terminal 361-2 and the audio data supplied from
the multiplication unit 362 and supplies the added audio data
to the addition unit 370. The addition unit 370 adds the audio
data supplied from the addition unit 369 and the audio data
supplied from the multiplication unit 364 and supplies the
added audio data to the addition unit 371.

The addition unit 371 adds the audio data supplied from
the addition unit 370 and the audio data supplied from the
multiplication unit 365 and supplies the added audio data to
the output terminal 372-2. The output terminal 372-2 sup-
plies the audio data supplied from the addition unit 371 as
the audio data of the R channel after downmixing to the gain
adjustment unit 218.

Hereinafter, when the input terminals 361-1 to 361-6 do
not need to be particularly distinguished from each other,
they are simply referred to as input terminals 361. When the
output terminals 372-1 and 372-2 do not need to be particu-
larly distinguished from each other, they are simply referred
to as output terminals 372.

As such, in the downmixing unit 217-1, a process corre-
sponding to calculation using the above-mentioned Expres-
sion (1) is performed.

FIG. 35 is a diagram illustrating an example of the
structure of the downmixing unit 217-2 illustrated in FIG.
29.

The downmixing unit 217-2 includes input terminals
401-1 to 401-6, multiplication units 402 to 405, an addition
unit 406, a subtraction unit 407, a subtraction unit 408,
addition units 409 to 413, an output terminal 414-1, and an
output terminal 414-2.

The audio data of the channels L, R, C, Ls, Rs, and LFE
is supplied from the switching unit 216 to the input terminals
401-1 to 401-6, respectively.

The input terminals 401-1 to 401-6 supply the audio data
supplied from the switching unit 216 to the addition unit
406, the addition unit 410, and the multiplication units 402
to 405, respectively.

The multiplication units 402 to 405 multiply the audio
data supplied from the input terminals 401-3 to 401-6 by a
downmix coefficient and supply the audio data to the addi-
tion units 406 and 410, the subtraction unit 407 and the
addition unit 411, the subtraction unit 408 and the addition
unit 412, and the addition units 409 and 413, respectively.

The addition unit 406 adds the audio data supplied from
the input terminal 401-1 and the audio data supplied from
the multiplication unit 402 and supplies the added audio data
to the subtraction unit 407. The subtraction unit 407 sub-
tracts the audio data supplied from the multiplication unit
403 from the audio data supplied from the addition unit 406
and supplies the subtracted audio data to the subtraction unit
408.

The subtraction unit 408 subtracts the audio data supplied
from the multiplication unit 404 from the audio data sup-
plied from the subtraction unit 407 and supplies the sub-
tracted audio data to the addition unit 409. The addition unit
409 adds the audio data supplied from the subtraction unit
408 and the audio data supplied from the multiplication unit
405 and supplies the added audio data to the output terminal
414-1. The output terminal 414-1 supplies the audio data
supplied from the addition unit 409 as the audio data of the
L channel after downmixing to the gain adjustment unit 218.
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The addition unit 410 adds the audio data supplied from
the input terminal 401-2 and the audio data supplied from
the multiplication unit 402 and supplies the added audio data
to the addition unit 411. The addition unit 411 adds the audio
data supplied from the addition unit 410 and the audio data
supplied from the multiplication unit 403 and supplies the
added audio data to the addition unit 412.

The addition unit 412 adds the audio data supplied from
the addition unit 411 and the audio data supplied from the
multiplication unit 404 and supplies the added audio data to
the addition unit 413. The addition unit 413 adds the audio
data supplied from the addition unit 412 and the audio data
supplied from the multiplication unit 405 and supplies the
added audio data to the output terminal 414-2. The output
terminal 414-2 supplies the audio data supplied from the
addition unit 413 as the audio data of the R channel after
downmixing to the gain adjustment unit 218.

Hereinafter, when the input terminals 401-1 to 401-6 do
not need to be particularly distinguished from each other,
they are simply referred to as input terminals 401. When the
output terminals 414-1 and 414-2 do not need to be particu-
larly distinguished from each other, they are simply referred
to as output terminals 414.

As such, in the downmixing unit 217-2, a process corre-
sponding to calculation using the above-mentioned Expres-
sion (2) is performed.

[Description of a Decoding Operation]

Next, a decoding process of the decoding device 141 will
be described with reference to the flowchart illustrated in
FIG. 36.

In Step S111, the separation unit 61 acquires the downmix
formal parameter and the encoded bit stream output from the
encoding device 91. For example, the downmix formal
parameter is acquired from an information processing device
including the decoding device.

The separation unit 61 supplies the acquired downmix
formal parameter to the switching unit 151 and the downmix
processing unit 152. In addition, the separation unit 61
acquires the output file name of audio data and appropriately
uses the output file name, if necessary.

In Step S112, the separation unit 61 unpacks the encoded
bit stream and supplies each element obtained by the
unpacking to the decoding unit 62.

In Step S113, the PCE decoding unit 161 decodes the PCE
supplied from the separation unit 61. For example, the PCE
decoding unit 161 reads “height_extension_element”, which
is an extended region, from the comment region of the PCE
or reads information about the arrangement of the speakers
from the PCE. Here, as the information about the arrange-
ment of the speakers, for example, the number of channels
reproduced by the speakers which are arranged on the front,
side, and rear of the user or information indicating to which
of the C, L, and R channels each audio data item belongs.

In Step S114, the DSE decoding unit 162 decodes the
DSE supplied from the separation unit 61. For example, the
DSE decoding unit 162 reads “MPEG4 ancillary data” from
the DSE or reads necessary information from “MPEG4
ancillary data”.

Specifically, for example, the downmix information
decoding unit 174 of the DSE decoding unit 162 reads
“center_mix_level_value” or “surround_mix_level value”
as information for specifying the coefficient used for down-
mixing from “downmixing_levels MPEG4( )” illustrated in
FIG. 9 and supplies the read information to the downmix
processing unit 152.

In Step S115, the audio element decoding unit 163
decodes the audio data stored in each of the SCE, CPE, and
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LFE supplied from the separation unit 61. In this way, PCM
data of each channel is obtained as audio data.

For example, the channel of the decoded audio data, that
is, an arrangement position on the horizontal plane can be
specified by an element, such as the SCE storing the audio
data, or information about the arrangement of the speakers
which is obtained by the decoding of the DSE. However, at
that time, since the speaker arrangement information, which
is information about the arrangement height of the speakers,
is not read, the height (layer) of each channel is not
specified.

The audio element decoding unit 163 supplies the audio
data obtained by decoding to the switching unit 151.

In Step S116, the switching unit 151 determines whether
to downmix audio data on the basis of the downmix formal
parameter supplied from the separation unit 61. For
example, when the downmix formal parameter indicates that
downmixing is not performed, the switching unit 151 deter-
mines not to perform downmixing.

In Step S116, when it is determined that downmixing is
not performed, the switching unit 151 supplies the audio
data supplied from the decoding unit 62 to the rearrange-
ment processing unit 181 and the process proceeds to Step
S117.

In Step S117, the decoding device 141 performs a rear-
rangement process to rearrange each audio data item on the
basis of the arrangement of the speakers and outputs the
audio data. When the audio data is output, the decoding
process ends. In addition, the rearrangement process will be
described in detail below.

On the other hand, when it is determined in Step S116 that
downmixing is performed, the switching unit 151 supplies
the audio data supplied from the decoding unit 62 to the
switching unit 211 of the downmix processing unit 152 and
the process proceeds to Step S118.

In Step S118, the decoding device 141 performs a down-
mixing process to downmix each audio data item to audio
data corresponding to the number of channels which is
indicated by the downmix formal parameter and outputs the
audio data. When the audio data is output, the decoding
process ends.

In addition, the downmixing process will be described in
detail below.

In this way, the decoding device 141 decodes the encoded
bit stream and outputs audio data.

[Description of Rearrangement Process]

Next, a rearrangement process corresponding to the pro-
cess in Step S117 of FIG. 36 will be described with reference
to the flowcharts illustrated in FIGS. 37 and 38.

In Step S141, the synchronous word detection unit 171
sets a parameter cmt_byte for reading the synchronous word
from the comment region (extended region) of the PCE such
that cmt_byte is equal to the number of bytes in the comment
region of the PCE. That is, the number of bytes in the
comment region is set as the value of the parameter cmt_
byte.

In Step S142, the synchronous word detection unit 171
reads data corresponding to the amount of data of a prede-
termined synchronous word from the comment region of the
PCE. For example, in the example illustrated in FIG. 4, since
“PCE_HEIGHT_EXTENSION_SYNC”, which is the syn-
chronous word, is 8 bits, that is, 1 byte, 1-byte data is read
from the head of the comment region of the PCE.

In Step S143, the PCE decoding unit 161 determines
whether the data read in Step S142 is identical to the
synchronous word. That is, it is determined whether the read
data is the synchronous word.
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When it is determined in Step S143 that the read data is
not identical to the synchronous word, the synchronous
word detection unit 171 reduces the value of the parameter
cmt_byte by a value corresponding to the amount of read
data in Step S144. In this case, the value of the parameter
cmt_byte is reduced by 1 byte.

In Step S145, the synchronous word detection unit 171
determines whether the value of the parameter cmt_byte is
greater than 0. That is, it is determined whether the value of
the parameter cmt_byte is greater than 0, that is, whether all
data in the comment region is read.

When it is determined in Step S145 that the value of the
parameter cmt_byte is greater than 0, not all data is read
from the comment region and the process returns to Step
S142. Then, the above-mentioned process is repeated. That
is, data corresponding to the amount of data of the synchro-
nous word is read following the data read from the comment
region and is compared with the synchronous word.

On the other hand, when it is determined in Step S145 that
the value of the parameter cmt_byte is not greater than 0, the
process proceeds to Step S146. As such, the process pro-
ceeds to Step S146 when all data in the comment region is
read, but no synchronous word is detected from the com-
ment region.

In Step S146, the PCE decoding unit 161 determines that
there is no speaker arrangement information and supplies
information indicating that there is no speaker arrangement
information to the rearrangement processing unit 181. The
process proceeds to Step S164. As such, since the synchro-
nous word is arranged immediately before the speaker
arrangement information in “height_extension_element”, it
is possible to simply and reliably specity whether informa-
tion included in the comment region is the speaker arrange-
ment information.

When it is determined in Step S143 that the data read from
the comment region is identical to the synchronous word, the
synchronous word is detected. Therefore, the process pro-
ceeds to Step S147 in order to read the speaker arrangement
information immediately after the synchronous word.

In Step S147, the PCE decoding unit 161 sets the value of
a parameter num_{fr_elem for reading the speaker arrange-
ment information of the audio data reproduced by the
speaker which is arranged in front of the user as the number
of elements belonging to the front.

Here, the number of elements belonging to the front is the
number of audio data items (the number of channels)
reproduced by the speaker which is arranged in front of the
user. The number of elements is stored in the PCE. There-
fore, the value of the parameter num_{fr_clem is the number
of speaker arrangement information items of the audio data
which is read from “height_extension_clement” and is
reproduced by the speaker that is arranged in front of the
user.

In Step S148, the PCE decoding unit 161 determines
whether the value of the parameter num_{fr_elem is greater
than 0.

When it is determined in Step S148 that the value of the
parameter num_{fr_elem is greater than 0, the process pro-
ceeds to Step S149 since all of the speaker arrangement
information is not read.

In Step S149, the PCE decoding unit 161 reads the
speaker arrangement information corresponding to one ele-
ment which is arranged following the synchronous word in
the comment region. In the example illustrated in FIG. 4,
since one speaker arrangement information item is 2 bits,
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2-bit data which is arranged immediately after the data read
from the comment region is read as one speaker arrangement
information item.

It is possible to specify each speaker arrangement infor-
mation item about audio data on the basis of, for example,
the arrangement position of the speaker arrangement infor-
mation in “height_extension_element” or the element stor-
ing audio data, such as the SCE.

In Step S150, since one speaker arrangement information
item is read, the PCE decoding unit 161 decrements the
value of the parameter num_fr_elem by 1. After the param-
eter num_{fr_elem is updated, the process returns to Step
S148 and the above-mentioned process is repeated. That is,
the next speaker arrangement information is read.

When it is determined in Step S148 that the value of the
parameter num_fr_elem is not greater than 0, the process
proceeds to Step S151 since all of the speaker arrangement
information about the front element has been read.

In Step S151, the PCE decoding unit 161 sets the value of
aparameter num_side_elem for reading the speaker arrange-
ment information of the audio data reproduced by the
speaker which is arranged at the side of the user as the
number of elements belonging to the side.

Here, the number of elements belonging to the side is the
number of audio data items reproduced by the speaker which
is arranged at the side of the user. The number of elements
is stored in the PCE.

In Step S152, the PCE decoding unit 161 determines
whether the value of the parameter num_side_elem is
greater than 0.

When it is determined in Step S152 that the value of the
parameter num_side_elem is greater than 0, the PCE decod-
ing unit 161 reads speaker arrangement information which
corresponds to one element and is arranged following the
data read from the comment region in Step S153. The
speaker arrangement information read in Step S153 is the
speaker arrangement information of the channel which is at
the side of the user, that is, “side_element_height_info [i]”.

In Step S154, the PCE decoding unit 161 decrements the
value of the parameter num_side_elem by 1. After the
parameter num_side_elem is updated, the process returns to
Step S152 and the above-mentioned process is repeated.

On the other hand, when it is determined in Step S152 that
the value of the parameter num_side_elem is not greater
than 0, the process proceeds to Step S155 since all of the
speaker arrangement information of the side element has
been read.

In Step S155, the PCE decoding unit 161 sets the value of
a parameter num_back_elem for reading the speaker
arrangement information of the audio data reproduced by the
speaker which is arranged at the rear of the user as the
number of elements belonging to the rear.

Here, the number of elements belonging to the rear is the
number of audio data items reproduced by the speaker which
is arranged at the rear of the user. The number of elements
is stored in the PCE.

In Step S156, the PCE decoding unit 161 determines
whether the value of the parameter num_back_elem is
greater than 0.

When it is determined in Step S156 that the value of the
parameter num_back_elem is greater than 0, the PCE decod-
ing unit 161 reads speaker arrangement information which
corresponds to one element and is arranged following the
data read from the comment region in Step S157. The
speaker arrangement information read in Step S157 is the
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speaker arrangement information of the channel which is
arranged on the rear of the user, that is, “back_elemen-
t_height_info [i]”.

In Step S158, the PCE decoding unit 161 decrements the
value of the parameter num_back_elem by 1. After the
parameter num_back_elem is updated, the process returns to
Step S156 and the above-mentioned process is repeated.

When it is determined in Step S156 that the value of the
parameter num_back_elem is not greater than 0, the process
proceeds to Step S159 since all of the speaker arrangement
information about the rear element has been read.

In Step S159, the identification information calculation
unit 172 performs byte alignment.

For example, information “byte_alignment( )” for
instructing the execution of byte alignment is stored follow-
ing the speaker arrangement information in “height_exten-
sion_element” illustrated in FIG. 4. Therefore, when this
information is read, the identification information calcula-
tion unit 172 performs the byte alignment.

Specifically, the identification information calculation
unit 172 adds predetermined data immediately after infor-
mation which is read between “PCE_HEIGHT EXTEN-
SION_SYNC” and “byte_alignment( )” in “height_exten-
sion_element” such that the amount of data of the read
information is an integer multiple of 8 bits. That is, the byte
alignment is performed such that the total amount of data of
the read synchronous word, the speaker arrangement infor-
mation, and the added data is an integer multiple of 8 bits.

In this example, the number of channels of audio data, that
is, the number of speaker arrangement information items
included in the encoded bit stream is within a predetermined
range. Therefore, the data obtained by the byte alignment,
that is, one data item (hereinafter, also referred to as align-
ment data) including the synchronous word, the speaker
arrangement information, and the added data is certainly a
predetermined amount of data.

In other words, the amount of alignment data is certainly
a predetermined amount of data, regardless of the number of
speaker arrangement information items included in “heigh-
t_extension_element”, that is, the number of channels of
audio data. Therefore, if the amount of alignment data is not
a predetermined amount of data at the time when the
alignment data is generated, the PCE decoding unit 161
determines that the read speaker arrangement information is
not correct speaker arrangement information, that is, the
read speaker arrangement information is invalid.

In Step S160, the identification information calculation
unit 172 reads identification information which follows
“byte_alignment( )” read in Step S159, that is, information
stored in “height_info_crc_check™ in “height_extension_
element”. Here, for example, a CRC check code is read as
the identification information.

In Step S161, the identification information calculation
unit 172 calculates identification information on the basis of
the alignment data obtained in Step S159. For example, a
CRC check code is calculated as the identification informa-
tion.

In Step S162, the PCE decoding unit 161 determines
whether the identification information read in Step S160 is
identical to the identification information calculated in Step
S161.

When the amount of alignment data is not a predeter-
mined amount of data, the PCE decoding unit 161 does not
perform Step S160 and Step S161 and determines that the
identification information items are not identical to each
other in Step S162.
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When it is determined in Step S162 that the identification
information items are not identical to each other, the PCE
decoding unit 161 invalidates the read speaker arrangement
information and supplies information indicating that the read
speaker arrangement information is invalid to the rearrange-
ment processing unit 181 and the downmix processing unit
152 in Step S163. Then, the process proceeds to Step S164.

When the process in Step S163 or the process in Step
S146 is performed, the rearrangement processing unit 181
outputs the audio data supplied from the switching unit 151
in predetermined speaker arrangement in Step S164.

In this case, for example, the rearrangement processing
unit 181 determines the speaker arrangement of each audio
data item on the basis of the information about speaker
arrangement which is read from the PCE and is supplied
from the PCE decoding unit 161. The reference destination
of information which is used by the rearrangement process-
ing unit 181 to determine the arrangement of the speakers
depends on the service or application using audio data and
is predetermined on the basis of the number of channels of
audio data.

When the process in Step S164 is performed, the rear-
rangement process ends. Then, the process in Step S117 of
FIG. 36 ends. Therefore, the decoding process ends.

On the other hand, when it is determined in Step S162 that
the identification information items are identical to each
other, the PCE decoding unit 161 validates the read speaker
arrangement information and supplies the speaker arrange-
ment information to the rearrangement processing unit 181
and the downmix processing unit 152 in Step S165. In this
case, the PCE decoding unit 161 also supplies information
about the arrangement of the speakers read from the PCE to
the rearrangement processing unit 181 and the downmix
processing unit 152.

In Step S166, the rearrangement processing unit 181
outputs the audio data supplied from the switching unit 151
according to the arrangement of the speakers which is
determined by, for example, the speaker arrangement infor-
mation supplied from the PCE decoding unit 161. That is,
the audio data of each channel is rearranged in the order
which is determined by, for example, the speaker arrange-
ment information and is then output to the next stage. When
the process in Step S166 is performed, the rearrangement
process ends. Then, the process in Step S117 illustrated in
FIG. 36 ends. Therefore, the decoding process ends.

In this way, the decoding device 141 checks the synchro-
nous word or the CRC check code from the comment region
of the PCE, reads the speaker arrangement information, and
outputs the decoded audio data according to arrangement
corresponding to the speaker arrangement information.

As such, since the speaker arrangement information is
read and the arrangement of the speakers (the position of
sound sources) is determined, it is possible to reproduce a
sound image in the vertical direction and obtain a high-
quality realistic sound.

In addition, since the speaker arrangement information is
read using the synchronous word and the CRC check code,
it is possible to reliably read the speaker arrangement
information from the comment region in which, for
example, other text information is likely to be stored. That
is, it is possible to reliably distinguish the speaker arrange-
ment information and other information.

In particular, the decoding device 141 distinguishes the
speaker arrangement information and other information
using three elements, that is, an identity of the synchronous
words, an identity of the CRC check codes, and an identity
of the amounts of alignment data. Therefore, it is possible to
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prevent errors in the detection of the speaker arrangement
information. As such, since errors in the detection of the
speaker arrangement information are prevented, it is pos-
sible to reproduce audio data according to the correct
arrangement of the speakers and obtain a high-quality real-
istic sound.

[Description of Downmixing Process]

Next, a downmixing process corresponding to the process
in Step S118 of FIG. 36 will be described with reference to
the flowchart illustrated in FIG. 39. In this case, the audio
data of each channel is supplied from the switching unit 151
to the switching unit 211 of the downmix processing unit
152.

In Step S191, the extension detection unit 173 of the DSE
decoding unit 162 reads “ancillary_data_extension_status”
from “ancillary_data_status( )” in “MPEG4_ancillary_
data( )” of the DSE.

In Step S192, the extension detection unit 173 determines
whether the read “ancillary_data_extension status™ is 1.

When it is determined in Step S192 that “ancillary_da-
ta_extension_status” is not 1, that is, “ancillary_data_exten-
sion_status” is 0, the downmix processing unit 152 down-
mixes audio data using a predetermined method in Step
S193.

For example, the downmix processing unit 152 down-
mixes the audio data supplied from the switching unit 151
using a coeflicient which is determined by “center_mix_
level_value” or “surround_mix_level_value” supplied from
the downmix information decoding unit 174 and supplies the
audio data to the output unit 63.

When “ancillary_data_extension_status” is 0, the down-
mixing process may be performed by any method.

In Step S194, the output unit 63 outputs the audio data
supplied from the downmix processing unit 152 to the next
stage, without any change in the audio data. Then, the
downmixing process ends. In this way, the process in Step
S118 of FIG. 36 ends. Therefore, the decoding process ends.

On the other hand, when it is determined in Step S192 that
“ancillary_data_extension_status” is 1, the process proceeds
to Step S195.

In Step S195, the downmix information decoding unit 174
reads information in “ext_downmixing_levels( )” of
“MPEG4_ext_ancillary_data( )” illustrated in FIG. 11 and
supplies the read information to the downmix processing
unit 152. In this way, for example, “dmix_a_idx” and
“dmix_b_idx” illustrated in FIG. 13 are read.

When “ext_downmixing_levels_status” illustrated in
FIG. 12 which is included in “MPEG4_ext_ancillary_
data( )” is 0, the reading of “dmix_a_idx” and “dmix_b_idx”
is not performed.

In Step S196, the downmix information decoding unit 174
reads information in “ext_downmixing_global_gains( )” of
“MPEG4_ext_ancillary_data( ) and outputs the read infor-
mation to the downmix processing unit 152. In this way, for
example, the information items illustrated in FIG. 15, that is,
“dmx_gain_5_sign”, “dmx_gain_5_idx”,
“dmx_gain_2_sign”, and “dmx_gain_2_idx” are read.

The reading of the information items is not performed
when “ext_downmixing_global_gains_status™ illustrated in
FIG. 12 which is included in “MPEG4_ext_ancillary_
data( )” is O.

In Step S197, the downmix information decoding unit 174
reads information in “ext_downmixing lfe_level( )’ of
“MPEG4_ext_ancillary_data( )” and supplies the read infor-
mation to the downmix processing unit 152. In this way, for
example, “dmix_Ife_idx” illustrated in FIG. 16 is read.
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Specifically, the downmix information decoding unit 174
reads “ext_downmixing_lfe_level_status” illustrated in FI1G.
12 and reads “dmix_Ife_idx” on the basis of the value of
“ext_downmixing_lfe_level_status”.

That is, the reading of “dmix_Ife_idx” is not performed
when “ext_downmixing_lfe_level_status” included in
“MPEG4_ext_ancillary_data( )” is 0. In this case, the audio
data of the LFE channel is not used in the downmixing of
audio data from 5.1 channels to 2 channels, which will be
described below. That is, the coefficient multiplied by the
audio data of the LFE channel is 0.

In Step S198, the downmix information decoding unit 174
reads information stored in “pseudo surround enable” from
“bs_info( )” of “MPEG4 ancillary data” illustrated in FIG.
7 and supplies the read information to the downmix pro-
cessing unit 152.

In Step S199, the downmix processing unit 152 deter-
mines whether the audio data is an output from 2 channels
on the basis of the downmix formal parameter supplied from
the separation unit 61.

For example, when the downmix formal parameter indi-
cates downmixing from 7.1 channels or 6.1 channels to 2
channels or downmixing from 5.1 channels to 2 channels, it
is determined that the audio data is an output from 2
channels.

When it is determined in Step S199 that the audio data is
an output from 2 channels, the process proceeds to Step
S200. In this case, the output destination of the switching
unit 214 is changed to the switching unit 216.

In Step S200, the downmix processing unit 152 deter-
mines whether the input of audio data is 5.1 channels on the
basis of the downmix formal parameter supplied from the
separation unit 61. For example, when the downmix formal
parameter indicates downmixing from 5.1 channels to 2
channels, it is determined that the input is 5.1 channels.

When it is determined in Step S200 that the input is not
5.1 channels, the process proceeds to Step S201 and down-
mixing from 7.1 channels or 6.1 channels to 2 channels is
performed.

In this case, the switching unit 211 supplies the audio data
supplied from the switching unit 151 to the switching unit
212. The switching unit 212 supplies the audio data supplied
from the switching unit 211 to any one of the downmixing
units 213-1 to 213-4 on the basis of the information about
speaker arrangement which is supplied from the PCE decod-
ing unit 161. For example, when the audio data is data of 6.1
channels, the audio data of each channel is supplied to the
downmixing unit 213-1.

In Step S201, the downmixing unit 213 performs down-
mixing to 5.1 channels on the basis of “dmix_a_idx” and
“dmix_b_idx” which is read “ext_downmixing levels( )”
and is supplied from the downmix information decoding unit
174.

For example, when the audio data is supplied to the
downmixing unit 213-1, the downmixing unit 213-1 sets
constants which are determined for the values of
“dmix_a_idx” and “dmix_b_idx” as constants gl and g2
with reference to the table illustrated in FIG. 19, respec-
tively. Then, the downmixing unit 213-1 uses the constants
gl and g2 as coeflicients which are used in the multiplication
units 242 and 243 and the multiplication unit 244, respec-
tively, generates audio data of 5.1 channels using Expression
(6), and supplies the audio data to the switching unit 214.

Similarly, when the audio data is supplied to the down-
mixing unit 213-2, the downmixing unit 213-2 sets the
constants which are determined for the values of
“dmix_a_idx” and “dmix_b_idx” as constants el and e2,
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respectively. Then, the downmixing unit 213-2 uses the
constants el and e2 as coefficients which are used in the
multiplication units 273 and 274, and the multiplication
units 272 and 275, respectively, generates audio data of 5.1
channels using Expression (4), and supplies the obtained
audio data of 5.1 channels to the switching unit 214.

When the audio data is supplied to the downmixing unit
213-3, the downmixing unit 213-3 sets constants which are
determined for the values of “dmix_a idx” and “dmix_
b_idx” as constants dl and d2, respectively. Then, the
downmixing unit 213-3 uses the constants d1 and d2 as
coeflicients which are used in the multiplication units 302
and 303, and the multiplication units 304 and 305, respec-
tively, generates audio data using Expression (3), and sup-
plies the obtained audio data to the switching unit 214.

When the audio data is supplied to the downmixing unit
213-4, the downmixing unit 213-4 sets the constants which
are determined for the values of “dmix_a_idx” and “dmix_
b_idx” as constants f1 and 2, respectively. Then, the down-
mixing unit 213-4 uses the constants fl and f2 as coefficients
which are used in the multiplication units 332 and 333, and
the multiplication units 334 and 335, generates audio data
using Expression (5), and supplies the obtained audio data to
the switching unit 214.

When the audio data of 5.1 channels is supplied to the
switching unit 214, the switching unit 214 supplies the audio
data supplied from the downmixing unit 213 to the switch-
ing unit 216. The switching unit 216 supplies the audio data
supplied from the switching unit 214 to the downmixing unit
217-1 or the downmixing unit 217-2 on the basis of the value
of “pseudo_surround_enable” supplied from the downmix
information decoding unit 174.

For example, when the value of “pseudo_surround_en-
able” is 0, the audio data is supplied to the downmixing unit
217-1. When the value of “pseudo_surround_enable” is 1,
the audio data is supplied to the downmixing unit 217-2.

In Step S202, the downmixing unit 217 performs a
process of downmixing the audio data supplied from the
switching unit 216 to 2 channels on the basis of the infor-
mation about downmixing which is supplied from the down-
mix information decoding unit 174. That is, downmixing to
2 channels is performed on the basis of information in
“downmixing_levels_ MPEG4( )” and information in “ext_
downmixing_lfe_level( )”.

For example, when the audio data is supplied to the
downmixing unit 217-1, the downmixing unit 217-1 sets the
constants which are determined for the values of “center_
mix_level value” and “surround_mix_level value” as con-
stants a and b with reference to the table illustrated in FIG.
19, respectively. In addition, the downmixing unit 217-1 sets
the constant which is determined for the value of “dmix_I-
fe_idx” as a constant ¢ with reference to the table illustrated
in FIG. 18.

Then, the downmixing unit 217-1 uses the constants a, b,
and c as coeflicients which are used in the multiplication
units 363 and 364, the multiplication unit 362, and the
multiplication unit 365, respectively, generates audio data
using Expression (1), and supplies the obtained audio data of
2 channels to the gain adjustment unit 218.

When the audio data is supplied to the downmixing unit
217-2, the downmixing unit 217-2 determines the constants
a, b, and c, similarly to the downmixing unit 217-1. Then,
the downmixing unit 217-2 uses the constants a, b, and ¢ as
coeflicients which are used in the multiplication units 403
and 404, the multiplication unit 402, and the multiplication

10

15

20

25

30

35

40

45

50

55

60

65

36

unit 405, respectively, generates audio data using Expression
(2), and supplies the obtained audio data to the gain adjust-
ment unit 218.

In Step S203, the gain adjustment unit 218 adjusts the
gain of the audio data from the downmixing unit 217 on the
basis of the information which is read from “ext_downmix-
ing_global_gains( )” and is supplied from the downmix
information decoding unit 174.

Specifically, the gain adjustment unit 218 calculates
Expression (11) on the basis of “dmx_gain_5_sign”,
“dmx_gain_5_idx”, “dmx_gain_2_sign”, and
“dmx_gain_2_idx” which are read from “ext_downmixing
global_gains( ) and calculates a gain value dmx_gain_7 to
2. Then, the gain adjustment unit 218 multiplies the audio
data of each channel by the gain value dmx_gain_7 to 2 and
supplies the audio data to the output unit 63.

In Step S204, the output unit 63 outputs the audio data
supplied from the gain adjustment unit 218 to the next stage,
without any change in the audio data. Then, the downmixing
process ends. In this way, the process in Step S118 of FIG.
36 ends. Therefore, the decoding process ends.

The audio data is output from the output unit 63 when the
audio data is output from the rearrangement processing unit
181 and when the audio data is output from the downmix
processing unit 152 without any change. In the stage after
the output unit 63, one of the two outputs of the audio data
to be used can be predetermined.

When it is determined in Step S200 that the input is 5.1
channels, the process proceeds to Step S205 and downmix-
ing from 5.1 channels to 2 channels is performed.

In this case, the switching unit 211 supplies the audio data
supplied from the switching unit 151 to the switching unit
216. The switching unit 216 supplies the audio data supplied
from the switching unit 211 to the downmixing unit 217-1 or
the downmixing unit 217-2 on the basis of the value of
“pseudo surround enable” supplied from the downmix infor-
mation decoding unit 174.

In Step S205, the downmixing unit 217 performs a
process of downmixing the audio data supplied from the
switching unit 216 to 2 channels on the basis of the infor-
mation about downmixing which is supplied from the down-
mix information decoding unit 174. In addition, in Step
S205, the same process as that in Step S202 is performed.

In Step S206, the gain adjustment unit 218 adjusts the
gain of the audio data supplied from the downmixing unit
217 on the basis of the information which is read from
“ext_downmixing_global_gains( )” and is supplied from the
downmix information decoding unit 174.

Specifically, the gain adjustment unit 218 calculates
Expression (9) on the basis of “dmx_gain_2_sign” and
“dmx_gain_2_idx” which are read from “ext_downmixing
global_gains( )” and supplies audio data obtained by the
calculation to the output unit 63.

In Step S207, the output unit 63 outputs the audio data
supplied from the gain adjustment unit 218 to the next stage,
without any change in the audio data. Then, the downmixing
process ends. In this way, the process in Step S118 of FIG.
36 ends. Therefore, the decoding process ends.

When it is determined in Step S199 that the audio data is
not an output from 2 channels, that is, the audio data is an
output from 5.1 channels, the process proceeds to Step S208
and downmixing from 7.1 channels or 6.1 channels to 5.1
channels is performed.

In this case, the switching unit 211 supplies the audio data
supplied from the switching unit 151 to the switching unit
212. The switching unit 212 supplies the audio data supplied
from the switching unit 211 to any one of the downmixing
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units 213-1 to 213-4 on the basis of the information about
speaker arrangement which is supplied from the PCE decod-
ing unit 161. In addition, the output destination of the
switching unit 214 is the gain adjustment unit 215.

In Step S208, the downmixing unit 213 performs down-
mixing to 5.1 channels on the basis of “dmix_a_idx” and
“dmix_b_idx” which are read from “ext downmixing lev-
els( )” and are supplied from the downmix information
decoding unit 174. In Step S208, the same process as that in
Step S201 is performed.

When downmixing to 5.1 channels is performed and the
audio data is supplied from the downmixing unit 213 to the
switching unit 214, the switching unit 214 supplies the
supplied audio data to the gain adjustment unit 215.

In Step S209, the gain adjustment unit 215 adjusts the
gain of the audio data supplied from the switching unit 214
on the basis of the information which is read from “ext_
downmixing_global_gains( )” and is supplied from the
downmix information decoding unit 174.

Specifically, the gain adjustment unit 215 calculates
Expression (7) on the basis of “dmx_gain_5_sign” and
“dmx_gain_5_idx” which are read from “ext_downmixing_
global_gains( )” and supplies audio data obtained by the
calculation to the output unit 63.

In Step S210, the output unit 63 outputs the audio data
supplied from the gain adjustment unit 215 to the next stage,
without any change in the audio data. Then, the downmixing
process ends. In this way, the process in Step S118 of FIG.
36 ends. Therefore, the decoding process ends.

In this way, the decoding device 141 downmixes audio
data on the basis of the information read from the encoded
bit stream.

For example, in the encoded bit stream, since “pseudo_
surround_enable” is included in the DSE, it is possible to
perform a downmixing process from 5.1 channels to 2
channels using a method which is most suitable for audio
data among a plurality of methods. Therefore, a high-quality
realistic sound can be obtained on the decoding side.

In addition, in the encoded bit stream, information indi-
cating whether extended information is included is stored in
“ancillary_data_extension_status”. Therefore, it is possible
to specify whether the extended information is included in
the extended region with reference to the information. When
the extended information can be obtained, it is possible to
improve flexibility in the downmixing of audio data. There-
fore, it is possible to obtain a high-quality realistic sound.

The above-mentioned series of processes may be per-
formed by hardware or software. When the series of pro-
cesses is performed by software, a program forming the
software is installed in a computer. Here, examples of the
computer include a computer which is incorporated into
dedicated hardware and a general-purpose personal com-
puter in which various kinds of programs are installed and
which can execute various kinds of functions.

FIG. 40 is a block diagram illustrating an example of the
hardware structure of the computer which executes a pro-
gram to perform the above-mentioned series of processes.

In the computer, a central processing unit (CPU) 501, a
read only memory (ROM) 502, and a random access
memory (RAM) 503 are connected to each other by a bus
504.

An input/output interface 505 is connected to the bus 504.
An input unit 506, an output unit 507, a recording unit 508,
a communication unit 509, and a drive 510 are connected to
the input/output interface 505.

The input unit 506 includes, for example, a keyboard, a
mouse, a microphone, and an imaging element. The output
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unit 507 includes, for example, a display and a speaker. The
recording unit 508 includes a hard disk and a non-volatile
memory. The communication unit 509 is, for example, a
network interface. The drive 510 drives a removable
medium 511 such as a magnetic disk, an optical disk, a
magneto-optical disk, or a semiconductor memory.

In the computer having the above-mentioned structure,
for example, the CPU 501 loads the program which is
recorded on the recording unit 508 to the RAM 503 through
the input/output interface 505 and the bus 504. Then, the
above-mentioned series of processes is performed.

The program executed by the computer (CPU 501) can be
recorded on the removable medium 511 as a package
medium and then provided. Alternatively, the programs can
be provided via a wired or wireless transmission medium
such as a local area network, the Internet, or digital satellite
broadcasting.

In the computer, the removable medium 511 can be
inserted into the drive 510 to install the program in the
recording unit 508 through the input/output interface 505. In
addition, the program can be received by the communication
unit 509 through a wired or wireless transmission medium
and then installed in the recording unit 508. Alternatively,
the program can be installed in the ROM 502 or the
recording unit 508 in advance.

The programs to be executed by the computer may be
programs for performing operations in chronological order
in accordance with the sequence described in this specifi-
cation, or may be programs for performing operations in
parallel or performing an operation when necessary, such as
when there is a call.

The embodiment of the present technique is not limited to
the above-described embodiment, but various modifications
and changes of the embodiment can be made without
departing from the scope and spirit of the present technique.

For example, the present technique can have a cloud
computing structure in which one function is shared by a
plurality of devices through the network and is cooperatively
processed by the plurality of devices.

In the above-described embodiment, each step described
in the above-mentioned flowcharts is performed by one
device. However, each step may be shared and performed by
a plurality of devices.

In the above-described embodiment, when one step
includes a plurality of processes, the plurality of processes
included in the one step are performed by one device.
However, the plurality of processes may be shared and
performed by a plurality of devices.

In addition, the present technique can have the following
structure.

(1]

A decoding device including:

a decoding unit that decodes audio data of a plurality of
channels included in an encoded bit stream;

a reading unit that reads downmix information indicating
any one of a plurality of downmixing methods from the
encoded bit stream; and

a downmix processing unit that downmixes the decoded
audio data using the downmixing method indicated by the
downmix information.

(2]

The decoding device according to the item [1], wherein
the reading unit further reads information indicating whether
to use the audio data of a specific channel for downmixing
from the encoded bit stream and the downmix processing
unit downmixes the decoded audio data on the basis of the
information and the downmix information.
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(3]

The decoding device according to the item [1] or [2],
wherein the downmix processing unit downmixes the
decoded audio data to the audio data of a predetermined
number of channels and further downmixes the audio data of
the predetermined number of channels on the basis of the
downmix information.

(4]

The decoding device according to any one of the items [1]
to [3], wherein the downmix processing unit adjusts a gain
of the audio data which is obtained by downmixing to the
predetermined number of channels and downmixing based
on the downmix information, on the basis of a gain value
which is calculated from a gain value for gain adjustment
during the downmixing to the predetermined number of
channels and a gain value for gain adjustment during the
downmixing based on the downmix information.

(3]

A decoding method including:

a step of decoding audio data of a plurality of channels
included in an encoded bit stream;

a step of reading downmix information indicating any one
of a plurality of downmixing methods from the encoded bit
stream; and

a step of downmixing the decoded audio data using the
downmixing method indicated by the downmix information.
(6]

A program that causes a computer to perform a process
including:

a step of decoding audio data of a plurality of channels
included in an encoded bit stream;

a step of reading downmix information indicating any one
of a plurality of downmixing methods from the encoded bit
stream; and

a step of downmixing the decoded audio data using the
downmixing method indicated by the downmix information.
(7]

An encoding device including:

an encoding unit that encodes audio data of a plurality of
channels and downmix information indicating any one of a
plurality of downmixing methods; and

a packing unit that stores the encoded audio data and the
encoded downmix information in a predetermined region
and generates an encoded bit stream.

(8]

The encoding device according to the item [7], wherein
the encoded bit stream further includes information indicat-
ing whether to use the audio data of a specific channel for
downmixing and the audio data is downmixed on the basis
of the information and the downmix information.

(91

The encoding device according to the item [7] or [8],
wherein the downmix information is information for down-
mixing the audio data of a predetermined number of chan-
nels and the encoded bit stream further includes information
for downmixing the decoded audio data to the audio data of
the predetermined number of channels.

[10]

An encoding method including:

a step of encoding audio data of a plurality of channels
and downmix information indicating any one of a plurality
of downmixing methods; and

a step of storing the encoded audio data and the encoded
downmix information in a predetermined region and gener-
ating an encoded bit stream.
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[11]

A program that causes a computer to perform a process
including:

a step of encoding audio data of a plurality of channels
and downmix information indicating any one of a plurality
of downmixing methods; and

a step of storing the encoded audio data and the encoded
downmix information in a predetermined region and gener-
ating an encoded bit stream.

REFERENCE SIGNS LIST
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21 Input unit
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51 Decoding device
61 Separation unit
61 Decoding unit
63 Output unit
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101 PCE encoding unit
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103 Audio element encoding unit
111 Synchronous word encoding unit
112 Arrangement information encoding unit
113 Identification information encoding unit
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141 Decoding device
152 Downmix processing unit
161 PCE decoding unit
162 DSE decoding unit
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174 Downmix information decoding unit
181 Rearrangement processing unit
The invention claimed is:
1. A decoding device comprising circuitry configured to:
decode audio data of a plurality of channels included in an
encoded bit stream;
read information indicating whether to use the audio data
of a specific channel for downmixing and downmix
information indicating any one of a plurality of down-
mixing methods from the encoded bit stream; and
downmix the decoded audio data to the audio data of a
first number of channels by using the information
indicating whether to use the audio data of a specific
channel for downmixing and further downmix the
audio data of the first number of channels to the audio
data of a second number of channels by using the
downmixing method indicated by the downmix infor-
mation, wherein each of the plurality of downmixing
methods calculates the audio data for the second num-
ber of channels based on the audio data of the first
number of channels in accordance with a different
mathematical expression.
2. The decoding device according to claim 1, wherein the
circuitry is further configured to:
adjust a gain of the audio data which is obtained by
downmixing to the first number of channels and further
downmixing from the first number of channels to the
second number of channels based on the downmix
information, on the basis of a combined gain value
which is calculated from a first gain value for gain
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adjustment during the downmixing to the first number
of channels and a second gain value for gain adjustment
during the further downmixing from the first number of
channels to the second number of channels based on the
downmix information.

3. A decoding method comprising:

decoding audio data of a plurality of channels included in

an encoded bit stream;
reading information indicating whether to use the audio
data of a specific channel for downmixing and down-
mix information indicating any one of a plurality of
downmixing methods from the encoded bit stream; and

downmixing the decoded audio data to the audio data of
a first number of channels by using the information
indicating whether to use the audio data of a specific
channel for downmixing and further downmixing the
audio data of the first number of channels to the audio
data of a second number of channels by using the
downmixing method indicated by the downmix infor-
mation, wherein each of the plurality of downmixing
methods calculates the audio data for the second num-
ber of channels based on the audio data of the first
number of channels in accordance with a different
mathematical expression.

4. A non-transitory computer-readable medium encoded
with instructions that, when executed by a computer, cause
the computer to perform a process comprising:

decoding audio data of a plurality of channels included in

an encoded bit stream;
reading information indicating whether to use the audio
data of a specific channel for downmixing and down-
mix information indicating any one of a plurality of
downmixing methods from the encoded bit stream; and

downmixing the decoded audio data to the audio data of
a first number of channels by using the information
indicating whether to use the audio data of a specific
channel for downmixing and further downmixing the
audio data of the first number of channels to the audio
data of a second number of channels by using the
downmixing method indicated by the downmix infor-
mation, wherein each of the plurality of downmixing
methods calculates the audio data for the second num-
ber of channels based on the audio data of the first
number of channels in accordance with a different
mathematical expression.

5. An encoding device comprising circuitry configured to:

encode audio data of a plurality of channels and downmix

information for downmixing the audio data to a first
number of channels and indicating any one of a plu-
rality of downmixing methods; and

store the encoded audio data and the encoded downmix

information in a non-transmitory computer-readable
medium and generate an encoded bit stream that
includes information indicating whether to use the
audio data of a specific channel for downmixing the
audio data to the first number of channels and further
indicating the downmixing method to be used, after
downmixing the encoded audio data to the audio data
of the first number of channels, to further downmix the
audio data of the first number of channels to the audio
data of a second number of channels, wherein each of
the plurality of downmixing methods calculates the
audio data for the second number of channels based on
the audio data of the first number of channels in
accordance with a different mathematical expression.
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6. An encoding method comprising:
encoding audio data of a plurality of channels and down-

mix information for downmixing the audio data to a
first number of channels and indicating any one of a
plurality of downmixing methods; and

storing the encoded audio data and the encoded downmix

information in a non-transitory computer-readable
medium and generating an encoded bit stream that
includes information indicating whether to use the
audio data of a specific channel for downmixing the
audio data to the first number of channels and further
indicating the downmixing method to be used, after
downmixing the encoded audio data to the audio data
of the first number of channels, to further downmix the
audio data of the first number of channels to the audio
data of a second number of channels, wherein each of
the plurality of downmixing methods calculates the
audio data for the second number of channels based on
the audio data of the first number of channels in
accordance with a different mathematical expression.

7. A non-transitory computer-readable medium encoded
with instructions that, when executed by a computer, cause
the computer to perform a process comprising:

encoding audio data of a plurality of channels and down-

mix information for downmixing the audio data to a
first number of channels and indicating any one of a
plurality of downmixing methods; and

storing the encoded audio data and the encoded downmix

information and generating an encoded bit stream that
includes information indicating whether to use the
audio data of a specific channel for downmixing the
audio data to the first number of channels and further
indicating the downmixing method to be used, after
downmixing the encoded audio data to the audio data
of the first number of channels, to further downmix the
audio data of the first number of channels to the audio
data of a second number of channels, wherein each of
the plurality of downmixing methods calculates the
audio data for the second number of channels based on
the audio data of the first number of channels in
accordance with a different mathematical expression.

8. The decoding device of claim 1, wherein the circuitry
comprises a central processing unit.

9. The decoding method according to claim 3, further
comprising:

adjusting a gain of the audio data which is obtained by

downmixing to the first number of channels and further
downmixing from the first number of channels to the
second number of channels based on the downmix
information, on the basis of a combined gain value
which is calculated from a first gain value for gain
adjustment during the downmixing to the first number
of channels and a second gain value for gain adjustment
during the further downmixing from the first number of
channels to the second number of channels based on the
downmix information.

10. The non-transitory computer-readable medium
according to claim 4, wherein the process further comprises:
adjusting a gain of the audio data which is obtained by

downmixing to the first number of channels and further
downmixing from the first number of channels to the
second number of channels based on the downmix
information, on the basis of a combined gain value
which is calculated from a first gain value for gain
adjustment during the downmixing to the first number
of channels and a second gain value for gain adjustment
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during the further downmixing from the first number of
channels to the second number of channels based on the
downmix information.
11. The encoding device of claim 5, wherein the circuitry
comprises a central processing unit. 5
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